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CONTACTING TEQWAVE

At Teqwave we value the feedback from our customers. It is important not only to help you
quickly with your technical issues, but it is our mission to listen to your input, and build products
that incorporate your suggestions.

CUSTOMER SUPPORT

Should you have a product issue, suggestion or question, please send an E-mail to the Teqwave
support feam at support@tegwave.com

ONLINE SUPPORT

If you have any questions about the Tegwave Management Pack for Cloudera, you may use
the following resources:

e Support

o http://tegwave.com/support/
e Online documentation

o http://tegwave.com/resources/
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http://teqwave.com/resources/

ABOUT THIS DOCUMENT

This document describes the features included in the Tegwave Management Pack for Cloudera.

It gives instructions for installing the Management Pack and monitoring your Cloudera
infrastructure and services in Microsoft System Center Operations Manager.

Edition Date

1.0 November 2016 Initial version of the document for
Tegwave Management Pack for
Cloudera.

1.1 March 2017 Version 1.1 release.

1.1, Revision B May 2017 Fixed formatting in appendices.

1.2 February 2018 Version 1.2 release.
Support for newest Cloudera releases.
Various fixes.

20 July 2019 Support for Cloudera versions up to 6.2.
Support for SCOM 2019.
Various fixes.




WELCOME TO TEQWAVE CLOUDERA MP

The Teqwave Management Pack for Cloudera (Teqwave Cloudera MP) — integrates Cloudera
infrastructure and services into the enterprise-wide automated management, monitoring and
alerting workflow implemented using Microsoft System Center Operations Manager (Ops Mgr).

KEY FEATURES

The Tegwave Cloudera MP provides the following advanced features:

e Discovers complete Cloudera topology, including Cloudera clusters, racks, hosts,
services, and service roles

e Proactively monitors the availability and capacity

e Proactively noftifies when the health is critical

e Provides customizable dashboard views for monitoring the configuration, resource
utilization and health state of the Cloudera components

¢ Includes a set of performance and status monitors that diagnose the state of Cloudera
clusters, hosts, and services.

¢ Includes an extensive knowledge base to speed up roof-cause diagnosis and reduce
resolution time for detected issues

LICENSING

The Tegwave Cloudera MP is licensed per Cloudera host.

The license file is obtained from Tegwave and is a requirement during MP configuration. A free
30-day trial license is available.

SYSTEM REQUIREMENTS

Before you start installing the product, make sure your environment meets the following
hardware and software requirements.

CLOUDERA INFRASTRUCTURE

The Tegwave Cloudera MP supports the following Cloudera infrastructure components:



Specification ‘ Requirement

Cloudera Manager e 50o0rnewer

u? Note: Management pack interacts with Cloudera Manager URI to
perform all monitoring and management activities. It should be
accessible at all times to enable cluster monitoring with this
management pack.

MICROSOFT SYSTEM CENTER OPERATIONS MANAGER

The Tegwave Cloudera MP supports the following versions and components of Operation
Manager:

Specification ‘ Requirement

Operations Manager e Microsoft System Center 2012 SP1 Operations Manager
¢ Microsoft System Center 2012 R2 Operations Manager
¢ Microsoft System Center 2016 Operations Manager

¢ Microsoft System Center 1801 Operations Manager

¢ Microsoft System Center 1807 Operations Manager

¢ Microsoft System Center 2019 Operations Manager

4 Note: Make sure that the latest available updates for System
Center Operations Manager are installed.

Custom management packs usually have dependencies on some of the default management
packs. The Tegwave Cloudera MPs have the following dependencies:

Management Pack ‘ Dependencies

Tegwave Management Pack for e Microsoft System Center Library

Cloudera (Discovery) e Microsoft System Center Operations Manager Library
e Microsoft System Center Visualization Library

e Microsoft Windows Library

e System Health Library

e System Library

o



Tegwave Management Pack for
Cloudera (Monitoring)

Microsoft System Center Data Warehouse Library
Microsoft System Center Library

Microsoft Windows Library

Microsoft Windows Server Library

System Health Library

System Library

System Performance Library

Tegwave Management Pack for Cloudera (Discovery)

Tegwave Management Pack for
Cloudera (Presentation)

Microsoft System Center Visualization Configuration
Library

Microsoft System Center Visualization Library

System Library

Tegwave Management Pack for Cloudera (Discovery)
Tegwave Management Pack for Cloudera
(Presentation)

Tegwave Management Pack for
Cloudera (Advanced
Dashboards)

Microsoft SQLServer Visualization Library 6.6.0 or newer
Microsoft System Center Visualization Library

System Library

Tegwave Management Pack for Cloudera (Discovery)




INSTALLING TEQWAVE CLOUDERA MP

To deploy the Tegwave Cloudera MP, follow these steps:

1. Install Tegwave Cloudera MP on a Management Server
2. Import Tegwave Cloudera MP Management Packs

3. Configure the Management Pack

4. License the Management Pack

Please see the details of each step in the following sections.
BEFORE YOU BEGIN
Before you begin installation, take the following steps:

1. Make sure that your environment meets the prerequisite conditions described in section
System Requirements.

2. Prepare Cloudera manager user account, URL address and port number. A user account
with Auditor user role assigned is sufficient.

STEP 1 - INSTALL TEQWAVE CLOUDERA MP ON A MANAGEMENT SERVER

Log on to the Management Server using an account with local Administrator rights and launch
the Teqwave.Cloudera.msi setup package.

1. Click Next to start the installation.

5 Tegwave Cloudera Management Pack Setup \;‘i-

Welcome to the Teqwave Cloudera
Management Pack Setup Wizard

The Setup Wizard allows you to change the way Tegwave
Cloudera Management Pack features are installed on your
computer or to remove it from your computer. Click Mext to
continue or Cancel to exit the Setup Wizard.

ack Mext | | Cancel




2. Read and accept the license agreement. If you reject the agreement, you will not be

able to continue installation.

End-User License Agreement

Please read the following license agreement carefully

End User License and Support 3
Agreement

Version 1.0

IMPORTANT NOTICE: PLEASE READ CAREFULLY BEFORE
INSTALLATION

[7]1 accept the terms in the License Agreement

Destination Folder
Click Mext to install to the default folder or dick Chanae to choose another,

Install Teqwave Cloudera Management Pack to:

IC:‘Program Files{Teqwave\ClouderaMPy,




4. Click Install to begin the installation.

iz Teqwave Cloudera Management Pack Setup \;‘i-

Ready to install Teqwave Cloudera Management Pack

Click Install to begin the installation. Click Back to review or change any of your
installation settings. Click Cancel to exit the wizard.

Back || Install | | Cancel

5. Click Finish.

15 Tegwave Cloudera Management Pack Setup \;‘i-

Completed the Teqwave Cloudera
Management Pack Setup Wizard

Click the Finish button to exit the Setup Wizard.




STEP 2 - IMPORT CLOUDERA MANAGEMENT PACKS

The following table describes the files included in this management pack.

File

Tegwave.Cloudera.mpb

‘ Display name

Tegwave Management
Pack for Cloudera
(Discovery)

Description

Contains definitions for
object types and groups.

Tegwave.Cloudera.Moniftoring.mpb

Tegwave Management
Pack for Cloudera
(Monitoring)

Provides all monitoring for
Cloudera.

be monitored until you
import this management
pack.

Tegwave.Cloudera.Presentation.mpb

Tegwave Management
Pack for Cloudera
(Presentation)

Provides dashboards for
Cloudera.

Tegwave.Cloudera.Presentation.Advanced.mp,

Tegwave Management
Pack for Cloudera
(Advanced Dashboards)

Provides dashboards for
Cloudera that depend on
SQL Server Summary
Dashboard.

To import the Teqwave Cloudera MPs to the System Center Operations Manager, perform the
following steps:

o=

On the Management Server, start the System Center Operations Manager console.
In the Operations console, click Administration.
Right-click the Management Packs node, and then click Import Management Packs.
The Import Management Packs wizard opens. Click Add, and then click Add from disk.
The Select Management Packs to import dialog box appears. Locate the management
packs in the MP installation directory %Programriles%\Teqgwave\Cloudera MP, select

all MP files and then click Open.

On the Select Management Packs page, the management packs that you selected for
import are listed. An icon next fo each management pack in the list indicates the status

of the selection, click Install.




7. The Import Management Packs page appears and shows the progress for each
management pack. If there is a problem at any stage of the import process, select the
management pack in the list to view the status details. Click Close.

packs can be imported from the System Center Operations Manager installation directory.

STEP 3 - CONFIGURE THE MANAGEMENT PACK

To setup Cloudera cluster monitoring:

1. In SCOM Console navigate to Authoring | Management Pack Templates | Cloudera,
right-click it and select Add Monitoring Wizard...:

Authoring <

4 |7 Authoring
4 (7~ Management Pack Templates

=m

= -MET Application Performance Maonitaring

€% Cloudera COH —
_-5 OLE DE Data Sai —@ Add Monitoring Wizard...
T4 Refresh F5

" Process Monitor| “®
i TCP Part
ﬁkﬁ TFSWork [tem Synchronization

2. On the Monitoring Type page select Cloudera and click Next:



Manitoring Type

General Properties

Cloudera CODH Details

Resource Pocls MET Application Peformance Monitoring
Summary r
JLE DE Data Source
- Process Monitoring
4 TCP Port
i TFS Work ttem Synchronization
4 UNI¥/Linux Log File Monitaring
4 UMI¥/Linw¢ Process Monitoring
4 Web Application Availabilty Monitoring
4 Web Application Transaction Monitoring
¥ Windows Service

On the General Properties page provide Name and Description for your Cloudera cluster
and select target Management Pack to store configuration to:

g

r.- General Properties

Monitoring Type

General Properties

Enter a friendly name and description
Cloudera CDH Details
Resource Pools Name:
Summary ‘My Cloudera Cluster
D
~
[~
Management pack
Select destination management pack:
Teqwave Cloudera Overides

For more information about target Management Pack, please see Best Practice: Create
a Management Pack for Customizations section. You can create new management
pack right from this wizard by clicking New button, located next to Management Packs
drop-down list.



4. On the Cloudera Details page provide your Cloudera Manager URI and Credentials Run

As Account fo be used. If the RunAs account is not created yet, please click on Create
New Account button.

Cloudera CDH Details

Monitaring Type

General Properties
Cloudera CDH Details

Cloudera CDH Details

Provide details about the Cloudera COH cluster(s) you want to monitor.
Resource Pocls

For Cloudera Manager URI, pleaze use entire URL including protocol name (HTTF/HTTPS) and port number, if any_ For example:
Summary hitp:/icloudera: 7180Vapi.

Cloudera Manager URI
|ht'tp -//clouderamanager:7180/api

Credentials Run As Account:

Test Configuration

Enter account credentials and hit Create RunAsAccount button.

Enter Cloudera Manager credentials:

Display Name: |Duudaa Admin

|Isername: |E|dmir1

Password: |‘“""|

Create Runfsfccount |

To test the connection, click on Test Configuration button. A pop-up window with the
connection status will appear



o Successfully connected to Cloudera Manager.

¥ Note: In case HTTPS communication is used with self-signed certificate, Cloudera Manager
Server certificate must be obtained and placed under »Trusted Root Certification Authorities« for
Local System on each SCOM management server in resource pool.

ﬁ File Action View Favorites Window Help

e 2E 2/ XE HE

] Censole Root Issued To

-

Issued By Expiraticn Date

a Gl Certificates (Local Computer) 5] AddTrust External CA Root AddTrust External CA Root 5/30,/2020
b [ Personal | Baltimore CyberTrust Root Baltimere CyberTrust Root 5/13/2025

4 || Trusted Root Certification Authorities 54 c2adminl.dev.lab cadminl.dev.lab 5/10/2016
[ Certificates [5] Certification Authority of WaSign Certification Autharity of WoSign  8/8/2039

b [] Enterprise Trust 5] Certum CA Certum CA B/11/2027

r Intermediate_Certi'Fication Authorities 5] Class 2 Primary CA Class 2 Primary CA /772019

4 [ Trusted Publishers [ Class 3 Public Primary Certificat... Class 3 Public Primary Certificatio... /22028
[ Certficates 5] Copyright () 1997 Microsoft C...  Copyright (c) 1997 Microsoft Corp.  12/31/1999

b [ Untrusted Certficates dev-D1DCT-CA dev-D1DCI-CA 5/15/2020
p [ Third-Party Root Certification Authorities B i = i 13/

5. On the Resource Pools dialog you need to specify the resource pool that will be used for
remote monitoring. To do this:
a. Click Browse bufton next to Resource Pool:



H Resource Pools

Manitoring Type
General Properties

Choose Resource Pool
Cloudera COH Details

Select & Resource Pool to act as pool of watcher nodes. Watcher nodes communicate with Cleudera Manager AP to retrieve

In the Select Resource Pool dialog enter search criteria (or leave textbox empty

b.
to show all available agents) and click Search:

Enter your search text bellow. This searches both name and description.

Available items

Name
@AD Assignment Resource Pool
@NI Management Servers Resource Pool

@Notmcations Resource Pool

c. Select desired resource pool and click OK. Selected pool will show up on

Resource Pool page. Click Next.

6. Review the configuration on the Summary page and click Create:



(3 Add Monitoring Wizard

Monitoring Type

General Properties
Confirm the settings

Cloudera CDOH Details

Resource Pools

Summary

Property Value

Name My Cloudera Cluster

Management Pack Tegwave Cloudera Overides

Cloudera Manager UR|  http://my-cluster:7180/3pi

Run As Account Cloudera Admin Account

Resource Pool All Management Servers Resource Pool

BEST PRACTICE: CREATE A MANAGEMENT PACK FOR CUSTOMIZATIONS

By default, Operations Manager saves all customizations such as overrides to the Default
Management Pack. As a best practice, you should instead create a separate management
pack for each sealed management pack you want fo customize.

When you create a management pack for the purpose of storing customized settings for a
sealed management pack, it is helpful to base the name of the new management pack on the
name of the management pack that it is customizing.

Creating a new management pack for storing customizations of each sealed management
pack makes it easier to export the customizations from a test environment to a production
environment. It also makes it easier fo delete a management pack, because you must delete
any dependencies before you can delete a management pack. If customizations for all
management packs are saved in the Default Management Pack and you need to delete a
single management pack, you must first delete the Default Management Pack, which also
deletes customizations to other management packs.

STEP 4 - LICENSE THE MANAGEMENT PACK

Tegwave Cloudera MP is licensed per node. Every node in the Cloudera cluster needs a valid
license in order to be monitored.

Before using Tegwave Cloudera MP, a valid license must be obtained. There are two license
types:

e Evaluation licenses and
e Permanent licenses



Evaluation licenses are fime-limited and are used for product evaluations. Permanent licenses
are issued after product purchase and have no expiration date.

OBTAIN THE LICENSE

PERMANENT LICENSE

If you have purchased the Cloudera MP then the license file should already be sent to you
electronically. You can skip this step.

EVALUATION LICENSE

To obtain the evaluation license activation file, send an E-mail with the following details to the
Tegwave licensing department at licensing@tegwave.com:

e Your company name
¢ Number of hosts in the cluster(s)

Use the same E-mail address if you have any questions about the licensing process.

APPLY THE LICENSE

To apply the license, navigate to Teqwave Cloudera -> MP Administration -> Licensing view.

F 5 Teqwave Cloudera

(@] Alerts
ﬂ Cloudera Manager Services
@ Cluster Overview
@ Cluster Summary
j Clusters Diagram

> g HDFS

> [_g Hosts

> g MapReduce

4 | g MPAdministration

@ Licensing

> [ Yarn

Copy the license key to the License Key ftext box, select the Cloudera cluster that you want to
monitor and press Apply.

20


mailto:licensing@teqwave.com

Please enter a valid license key and choose cluster(s) for which you want to apply the license.

License Key:

ns2efh+RpbbkVgBioW++Typ5jtnQuixhZWa9t5GAIbHajkBD9d0ggpgdn/  + License Status: Ok
LnxUVAKevfPHXA TsqWvghljXD9jUap55700kvb2rSwilyT1pFOGVYAZKZR2 '
DQObnflY09eNCEghBFETnsTbCDxls1XIGndoDFOBmR30JAQIQR4AaNr20f0

. . ) License Type:  Temporary
OMr2YgjifQasrk30Omzsp/dwjaMs3ueXwRDCinkGXvNgz7Tkit3 2xKENYm

+zyYB3udulweOQvEIdwQ3 Jxk+ E+ k7mIWntkERwd6XI10Y/ Expiration Date:  6/1/2017
yEFKyBKOTILbMEGU=

. T
Licensed Hosts:

- 5 20

Cluster Name: Current Hosts:  Licensed Hosts:

cladmini (http://10.10.2.30:7180/api) <
Cluster 1 4 4 Edit
cluster3 1 1 Edit

¥ Note: Cloudera clusters and hosts have to be discovered before applying the license. Please

configure the MP and wait couple of minutes for the initial discovery to finish and then apply the
license.



MONITORING WITH TEQWAVE CLOUDERA MP

The Tegwave Cloudera MP includes a comprehensive set of views available under the Tegwave
Cloudera folder in the Ops Mgr console Monitoring free. The folder includes views for alerts,
performance, state and diagrams. Subfolders allow drill-down into filtered views for Cloudera
clusters, hosts, services and service role instances.

Meonitoring

Fi' r_:_|| Tegwawve Cloudera CDH
@] Alerts
| Cloudera Manager Services
@ Cluster Overview
@ Cluster Summary
j Clusters Diagram
4 [Cg HDFs
@ DataMode Hosts Overview
ﬂ DataMode Performance
ﬂ HDFS Service Performance
@ HDFS Summary
ﬂ MameMode Performance
@ MameMNode Summary
4 g Hosts
@ Cloudera Host Overview
@ Cloudera Host Performance
[%] Host CPU Dashboard
ﬂ Host CPU Performance
[%] Host Disk Dashboard
ﬂ Host Disk Performance
%] Host Disk Utilization
@ Host Memory Dashboard
ﬂ Host Memory Usage
524 Host Metwork Performance
25| Hosts
o MapReduce
524 lobTracker Performance
JobTrackerSummar}'
b4 MapReduce Service Performance
F‘j MapReduce Sumimary
122 TaskTracker Perfarmance
4 |_g MP Administration
Licensing
4 |Cg Yamn
52 ModeManager Performance

1Y

Resource Manager Summary

b4 ResourceManager Performance
54 Yarn Service Performance
YarnSummar_\,‘
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TOPOLOGY DIAGRAM VIEW

Cloudera topology showing Cloudera clusters, Racks, Hosts and Service role instances that are

running on a specific host.

¢,

Cloudera  |=
Clusters
o o @
Cluster 1 [#] Cluster 1 [=] cluster3 [#]

—

) o"?@

Hosts =l Services  |#]

5. 6.

/Rack1 /Rack2 [#]

|
R Ry
ﬂ«g Vo

cladminl.d b

=

cldatanode |4/
ev.lab 1.dev.lab

2 g 3 2
B @ Mo i@ L) 3o
DATANOD |4/ GATEWAY |4/ HBASETH |+] IMPALAD %] NODEMAN |4/ REGIONSE |+/ SERVER %]
E (c1data.. (c1datano.. RIFTSER.. (c1datano.. AGER (c1.. RVER (c1.. (cldatano..
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Cloudera topology showing Cloudera clusters, Cluster Services, Service role types.

P
wrle-

CATALOG 4]

BALANCE [+
R SERVER

DATANOD [+
E

FAILOVER 3]
CONTRO

GATEWAY & NAMENCD. s IMPALAD s

ALERTS AND KNOWLEDGE BASE

The Alert views reveal current issues in your Cloudera environment.

Tegwave Cloudera MP includes Alerts view under the Teqwave Cloudera folder, showing alll
alerts generated by the Teqwave MP for Cloudera.

Monitoring < Merts «

4 Tesm Founastion Server Symchvonzation ~

4 i Teqwave Cloudera COH
Aerts

Active Alerts (57

Source Qo HASTER ctacmnt v
b cladmint deviab Prvste]<180mint devJab MASTER (ctadmin devsab)
() HBase Master Role Instance Health Summary
7272016122720 AM

> Lrath Source & Name RessutonState  Created ™ -
< . ok New 7272016 122720 MM 1Dy, 16 Hours.
New TRROG122T0MM 1D, 16Hous..
3 COH wth MR2... not ok. New 272016 122720 A 1 D3y, 16 Hours...
) COMWANMRZ.. Clagminl.devab  Avaikadle physical memory on host s low. New TRANEIZZI0M 1 Day, 16 Howrs.. 7|
) COMwan MRZ.. cladmin! dev.lab Avaitable physical memory on host is low. New 71212016 1227:20 AM 1 Day, 16 Hours...
& COMwan MRz Geclab  Avadable swsp space on host s ow. New JAAN6122120AM 1 Dsy, 16 Mours..
€ COMwRMR2.. cladmint.deviab  Available swop space on host s low. New 77212016 122720 AM 1Dy, 16 Hours...
[ New TRAE122718AM 1 Day, 16 Hours..
Closed Alerts («2)
> Irath Sores D home Reschsbon S| Greated [ .
4 Severity: Gritical 058)
Goses 6302016 102026PM  2Days, 18 Hour.
) COHwtn MR1... Custer 1 Cloudera MP Monitoring License - License U..  Closed 6/30/2016 10:20:22 PM. 2 Days, 18 Hour...
= | o o Coses 6302016 10:1640PM 2 Days, 18 Hour..
€9 COHwh MRI... EVENTSERVER Cloudera Management Service Event Server 5. Closed 63072016 4:27:50 PM 3Days, 14 Minu...
3 COHwath MR1,.. EVENTSERVER Cloudera Management Service Event Server s...  Closed 673072016 357:52PM 3 Days, 44 Minu...
53 evenTseRven Closes 302016 34750PM 3 Days, 4 Minu.
) COMwRMRI_. cladmint.deviab  Avaable physical memary on host s low. Closed 02016 32503 P 3 Days, 1 Hour, ..
Alert Details
D HBase Master service role instance health is not ok. et Description

Cloudera HBase Master role Instance for senvice base:in cluster Cluster 1 Is in state: BAD

Rack it Rack
M

aued ysey

seviot
Knowiedge: I Viewaddtionsl nowtedge...
Sy
- overaltstate of 2t 5 gloen point i e the s petormed for a ol instance.
[R] My Workspace Contiguation

The following configuistion parameters are customizable
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For each alert, you can view a knowledge base article that provides detailed information about
the issue, possible cause description, resolution steps and links to external resources.

ol Alert Properties .

General | Product Knowledge | Company Knowledge I Histary I Alert Context | Custom Fields |

Summary

The health information of HBase Master represents the overall state of the role instance at a given point in time, The health state is determined by the Cloudera Manager health
tests performed for a role instance.

Configuration

The following configuration parameters are customizable:

IntervalSeconds The recurring interval of time in seconds in which the monitor is started (the default value is set to 300 seconds).
SyncTime The synchronization time specified by using a 24-hour format, Mo default value specified.

Healthy Condition Regular expression that defines healthy monitor state, Default value is: *[GOOD)S

‘Warning Condition Regular expression that defines warning monitor state, Default value is: * [CONCERNING)S

Critical Condition Regular expression that defines critical monitor state, Default value is: ~ [BAD)S

Disable Monitoring During Cloudera When set to true monitor will not change health state if the HBase Master role is put into maintenance by Cloudera
Maintenance administrator ({the default value is true).

The following are possible role instance health statuses for Healthy Condition or Unhealthy Condition:

DISABLED - The health check for this subject has been disabled
HISTORY_MOT_AVAILABLE - The health status was not captured at this past instant
MNOT_AVAILABLE - The health status cannot be determined
GOOD - The subject is in good health
COMCERMIMG -The subject is in concerning health
BAD - The subject is in bad health
Causes
The health tests [see the "Cloudera Manager Health Tests” External Knowledge Sources section) determine the root cause of the HBase Master health issue.
Resolutions
To see the status details view alert context information which will provide information on which health check(s) are not healthy.
To see all the related HBase Master events open the event view: View HBase Master events
Open also Cloudera Manager Ul to get additional insight on the issue:
Start Cloudera Manager Ul
External Knowledge Sources

Please check Cloudera Manager documentation on how to view role instance status: Viewing Role Instance Status

Faor a detailed list of health tests performed see the following documentation: Cloudera Manager Health Tests

DASHBOARDS

Dashboards help you quickly drill down into the root cause of a problem and speed the
froubleshooting process. These dashboards allow you to analyze the metric history for a specific
performance area.
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CLUSTER OVERVIEW

This dashboard shows health status overview across all Cloudera clusters. In top view the
dashboard shows health state in aggregated way. It is possible to drill down from the top view to
the Instance view in order to investigate the root cause of the issue. You can return to the home
page from any Instance view by clicking the Home part of the navigation pane.

L"% Note: Microsoft SQLServer Visualization Library MP version 6.6.0 is the prerequisite for this
dashboard.

Cluster Overview

Home

~ Cloudera Clusters

Alerts CPU Usage Across All Hosts in Clus... Total Disk Bytes Written Across Dis...

0warning

3 0 unavailable 3 5
of3 0 maintenance

(%) crimicaL 0 not monitored @) CRITICAL

0 healthy

Total Disk Bytes Read Across Disks ... Total Bytes Transmitted Across Net... Total Bytes Received Across Networ... 10"

CLUSTER SUMMARY

This dashboard shows Clusters health state. User can choose the Cluster by clicking Cluster
Name, after user can see intuitively visualization of:

e Cluster Services

e Service Roles

e Live vs. Dead Nodes
e Space Utilization

After user selects a Cluster Service, Service Roles will populate automatically.
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Cluster Summary

Hadoop Clusters (3)

Health  Cluster Name 4 Maintenance Mode

@  Cluster1
@ Cluster1
@ cluster3

Cluster Services (12)

Live vs. Dead Nodes

Health  Name ¥ Maintenance Mode
@  Hue
@ Hive
(@ HDFS
@ HEase

<[]

Service Roles (6)

P THOPM  1120PM  THAOPM  120AM  R20AM TZ0AM  1O0AM MM TAAM 200AM 220m
TeoeM 11308 s 1210 am 1250 Am 2 2

Health  Instance 4 Host
@ BALANCER (cdadminl.dev.lab) cdadminl.dev.lab
@  DATANODE (c4adminl dev.ab) cdadmin.dev.lab
@ HTTPFS (cdadmin dev.iab) c4admini.dev.ab
@ NAMENODE (c4adminl.dev.lab) cdadminl.dev.lab
@  NFSGATEWAY (cdadmin'.dev.lab) cdadmin dev.lab
@  SECONDARYNAMENODE (c4adminl.devlab) cdadminl.deviab

Maintenance Mode

|||||| " somt 1som ™ e
Color  Metric Cum..  Aver.. Maxi..
@R Live DataNodes 1 1 1
B Dead DataNodes 0 0 0

Space Utilization (GB)
©
M
x

©

T1onen 1200 12004 20 90 1204 200 23044
Color  Metric Cur.. Aver.. Maxi..
@R Capacity Total (in GB) 40 40 40
@R Capacity Remaining (in GB) 853 85 857
@ Capacity Used Non-HDFS (in GB) 345 3145 3148
SR Capacity Used (in GB) 0 0 0

DATANODE HOSTS OVERVIEW

This dashboard shows health status overview across all DataNodes. In fop view the dashboard
shows health state in aggregated way. It is possible to drill down from the top view to the
Instance view in order to investigate the root cause of the issue. You can return to the home
page from any Instance view by clicking the Home part of the navigation pane.

= Note: Microsoft SQLServer Visualization Library MP version 6.6.0 is the prerequisite for this

dashboard.
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Monitoring < DataNode Hosts Overview
5 [ System Canter Advisor
- [ Team Foundation ener Synchvonization

4 ({3 Tequave Cloudera CDH Cluster 1 DataNode Hosts children Monitoring

@) atents

- @ Home » Cloudera HDFS DataNode Hosts Group » Cluster 1 DataNode Hosts

louders Manager Sei .
\lt:;e:’::ﬂ e Fier Details C; Related Objects Disk Usage (%)
Juster Summary ~ ® CRITICAL Type Name State () Hencmy
‘::" Bz @ cldstanoderdevlab Cloudera Host /I 67.92 max
P ,
- @ cinodesdeviab Logical Processors of 8 2 67.885avg
[ DataNode Performance ~ © HEALTHY 1 JERLEL & crmicar 67.85 min
HDFS Senice Performance .
HDFSSHMW ﬂ chadminldevlab [Rack Id
5] NrneNode Performance # cldstanode.devlab /Rackl CPU Usage (%)
[E¥] NameNode Summay L] HostId (©) Heamv @ 2.2%
4 (G Hosts 1052c2b-59dlf-4b84- et .
= 833 max I 375 max
5] Cloer HostOvenien b2fo-8370522c044 iy A M M b
] Clougera Host performance Cloudera Manager Host URL J 'W\‘ (e W | “\“\r\“m“ﬂ”‘.\\‘
[£5] Host CPU Dashogard e 181 min ( "“ VY
[ ——, /< ladmin deviab 7180/
O —— hostRedirect/10f52c2b-594f-4684-
354 Host Disk Performance - b2fb-8370522¢b44e
14 Host Disk Utilization Cluster Name
:nst :emury Easmmam Cluster 1
fost Memory Usage:
@ Host EIOTITD IHost Server Name
Hosts cldatanadel devlab
» [ MapReduce
+ @ MPAdministration )
Licersing 1 Active Alerts (3) [ Show alerts from all levels Physical Memory Used (%)
4 (3v¥am .
[ Aweme 6233
e B s p Resolution State | Repeat Count 6234 max
Show or Hide Views. ® Avaiiable physical memory on.. 1Dayis), 17hourls)  New 0 ———62321ag
New View » A Avsilabie physical memary on.. New 0 62305 min
: A Available disk space on host is low. 1 Day(s), New 0
| Monitoring Swap Space Used (%)
A Authoring (©) ey 8.6

861 max
| 86law

861min

HDFS SUMMARY

This dashboard shows HDFS Cluster Services health state. User can choose the Cluster by clicking
Cluster Name, after user can see intuitively visualization of:

e Files Summary metrics

e Blocks Summary metrics
e /O Summary metrics

o Capacity Remaining
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Monitaring < HDFS Summary
e S BT * HDFS Service Health (2)
I 3 Microso: S0k senver
1 A Microso Witows Client Health  Cluster Name & Maintenance Mode
1+ [ Microsoft Windows Server & Clusterl |
b (58 Netmork Moritoring ®  dwwn
© [ Operavons Manage:
b (53 Syihetic Traneaction
- [ System Genter Advisor
1 [ Team Foundation Server Synchronization
* "fmr!::*mmmﬂ Files Summary Blocks Summary
[ Clowters Mansger senvess
[ Cluster Overview o
) Cluster Summary :
] Cnsters Diagram -
4 g HOFS. wm
f

[ Databiode Hasts Overvisw.
=4 Datablode M Performance
[ Datatode Pertormancs
P HOFS Senvice Performance coos | sone | s | smaw e wmee | amm s o ame s voon | st e | soms  sotws | wman | uoiew | e | s conew ot o
[ HoFs Sunmary
= NameMode Perormane Show  Colar Show  Caior
[ Namehiode Summary v Total Files Total Biocks

Il - v -

# (5 Hosts =] R Fics Dclcted =] R Vissing Blocks

[ ciouserariost Oervien M W Fies Appended M SN Under-Replicated Bocks

%:u;:;:n:‘;mmmm ¥ SR Files Crested [ W Biocks With Comupt Repiicas
[ Hor s

1 Hostcou rersmance

[ Host Disk Dstboard 1/0 Summary Capacity Remaining
S HostDisk Pertormanee
P2 Host Disk Utilization
[ Host MemaryDashocamt
[ HostMemaryusage ~
Srnow or Hide Views.
Newview »

B wonrorng
] Authosing

. s
G} Adminisration Show  Color

M B Totol Bytes Writien (in MB) Show  Color
My Workspace
B B Tow Bytec Resd (i MB) @ W CpacityRemsining (nGB)

NAMENODE SUMMARY

This dashboard shows NameNode Host Component health state. User can choose the Cluster by
clicking Cluster Name, after user can see intuitively visualization of:

e Memory Heap Utilization
e Thread Status

e Garbage Collection Time
e Average RPC Wait Time
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Monitoring < NameNode Summary

\be Dbl * NameNode Component Health (3)

i U@ System Center Advisor

» [ Team Foundation Senver Synchronization Health  Cluster Nome & Host Name.

# (. Teqwave Cloudera COH & Cluster
@ Alerts. o
52| Clougera Manage sences @
78] Cluster Overview
5] Chster Summeyy
<] Clusters Diagram

e Memory Heap Utilization
54 DataNoge M performance
54 DataNode Performance
D4 HDFS Service Performance
[£5] HOFS Summary
14 NameNode Performance
5] NumeNode Summay
4 Hosts »
[8] Cloudera Host Overview

[ Clougera Host Performance (Top N) .
[FF] Host CPU Dashboard MV VY Y V=YV YN VY VNN NN VNIV N
55 Host CPU Performance. o " “
[E%! Host Disk Dashboars
544 Host Disk Performance
544 Host Disk Utiization
(] Host Memory Dasbosrd
54 Host Memory Usage.
D4 Host Network Performance
5] Host Summary Garbage Collection Time
5] Hosts

4 (G MapReduce.
55 JobTracker Perormarce
[ JobTracker Summay. k3

Show or Hide Views..
New View »

Meintenance Mode
NAMENODE (c1ncde3.dev.ab)

Cluster 1 NAMENODE (c1admint dev.ab)

cluster3 NAMENODE (cadmin2deviab}

Threads Status

Color

W VM Theeads Waiting
S VM Threads Blocked
SN VM Threads Runnable

w  Color
R 1M Hesp Memory Committed (in MB)
R VM Heap Memory Used (in MB)

ey
RIS

Average RPC Time

B Nonitoring
A Authoring
ﬂ Reporting
& Administration

Show  Color v
m g “ @ 5VM Time Spent in Garbage Collection (in ms) v

RPC Queue Average Wait Time (in ms)

=
W RPC Processing Average Time (in ms)

CLOUDERA HOST OVERVIEW

This dashboard shows health status overview across all Cloudera hosts. In top view the
dashboard shows health state in aggregated way. It is possible to drill down from the top view to
the Instance view in order to investigate the root cause of the issue. You can refurn to the home
page from any Instance view by clicking the Home part of the navigation pane.

L"% Note: Microsoft SQLServer Visualization Library MP version 6.6.0 is the prerequisite for this
dashboard.

Menitering < Cloudera Host Overview
b | e e s N
s @ e Cornton Home
Alerts
ClouderaManager Services ~ Cloudera Hosts =

[F9] Cluster Overview
5] Custersummary
e

CPU Usage Status

Physical Memory Used (%) Swap Space Available

0 waming

0 unavailable
DataNode Hosts Overview of6 0 maintenance

[ DataNoge Performance () crmcar

6 healthy
5] HDFs Service Performance.

0 not monitored () crmicar A\ warNING
HDFS Summary 3 healthy
[ NameNode performance. .
= CPU Usage (% Physical Memory Available
5] HameNoge Summary age (%) ye y
415 Hosts
[£] Cloudera Host Guerview

6 2 critical
Cloudera Host Performance: 1 warning
5] Hostcpu Dasrboard

14 st CrU Perfarmance

[F6] HostDisk Dasrisoard

v 5 3 healthy
=] Host Disk Performance

D4 Host Disk tilzat Swap Space Used (%) §  Disk Usage Status

1 critical
5 healthy

Disk Usage (%) Disk IO Utilization (%)
[Z5] Host Memory Dashboard

1 st Memory Usage
4] Host Network Performanze 1 varning
otal 5 healthy
Hosts
4 G MapReduce
[ souTracker Perormance
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CLOUDERA HOST PERFORMANCE

Cloudera Host Performance top dashboard shows top Cloudera hosts for resource usage sorted

by the cluster name. The dashboard shows top hosts by:

o Physical Memory Usage

¢ Swap Space Usage
e CPU Utilization

e CPU Load
o Disk Usage

e Disk IO Utilization

Cloudera Host Performance (Top N}

Hadoop Clusters

Physical Memory Usage (%) (5)

Swap Space Usage (%) (5)

Health  Cluster Name  Maintenance Mode

& Cluster1
@  Cluster1
@ cluster3

Target Average Value
«cInode3.devlab
«cladminl.dev.lab
«cldatanodel.dev.lab
«cdadminl.dev.lab

«<ldatanodel dev.lab

Target Average Value
cladminl.devlab

cInode3.deviab
Cldatanodel.deviab [378
cladminldevlab 015
cldatanode2deviab 0

CPU Utilization (%) (5)

CPU Load 15m (5)

Disk Usage (%) (5)

Disk 10 Utilization (%) (5)

Target Average Value
cladminldevisb  [3886
cadminl.deviab 803
clnode3deviab 508
cldatanodeldeviab [2.48
cldatanode2dev.ab 246

Target Average Value
cladmintdevisb  [HRGIIN
caadminldevisb 023
clnodeddeviab 005
Cldatancdel.devisb 001
cldatancde2.devisb 001

Target Average Value
«cladminl.dev.lab
«cldatanodel.dev.lab
cldatanodeZ devlab
«cdadminl.dev.lab
«cInode3.devlab

Target Average Value
cladmint.deviab B3I
cinode3deviab (26NN
cladmintdeviab (22N
cldatanodel.devlab [1G5000
cldatanode2.deviab [TIGANN

HOST CPU DASHBOARD

This dashboard shows CPU usage by host and includes performance graph that will help you
understand how the meftric was changed over time.
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Monitaring
© L Team Foungation serves Simenonization
4 (3 Tequave Clousers COM

@ avents
5] Cloudera Manager Services.
[ Custer Overview
[ Cruster sumemary.
= Clusters Diagram
+ (g HDEs
7] Databade Hosts Overvien.
5] Datatiode Pertormance
55 HOFS Serce Pertormance
5] HOFS Summary
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4 g Hoats
5] Clousers Host Overvew
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4| Mapeduee Senice Performane
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124 TaskTeackes Performance
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%] Resource Manager Summay
5] ResoureeManager pertormarce
55 varn Senviee Performance
Shaw ar Hide Views..
New View

B Monitoring

< Host CPU Dashbosrd

Cluster Name

Hast Name.

State  CPU Usage (%)

| Chuster 1
Cluster 1
Cluser 1
Cluster 1
Cluster 1

clusterd

cldatanode devlab
clnodeldeviab
eleistanocle? devlab
cladmin] devist
Elacimin] devisb
cladmin devist

@
e
@
@
@
@

]

A usbaring
|5 Reporting
b Adminisration
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Display Hame:
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Health

Object Display Name
Hast Server Name

1P Address

Rackld

Cluster Nome
Cloudera Manager Hast URL
Commission State
Logical Processors
Prysical Processors
Hostld

cldstanodel deviab
<idstanode] devlab Privatec1dstanode ] devlsb
D

Cidatanodel devlab

Cldstanode] devlan

1010233

{Rack!

Cluster 1

devlabeT

COMMISSIONED

1

1
10752c2b-59a-4b84-62Mb-8370522cb44e

Last Value
2145

Performance Counter
% Processor Usage

aueq yse)

Ready

HOST DISK DASHBOARD

This dashboard shows disk usage and free space by host and includes performance graph that

will help you understand how metrics were changed over fime.
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Monitoring <« Hast Disk Dashboard

*

© (4 Team Foundation Serves Syretvonization 21 [ Chuster Name _ Host Name Stote  Disk Usage (GB)  Disk Free (GB)
* G ramdesmcon Gt cimriians @

[ Ouwierl  cirodeldntao @

] Cluster Overview Cluster 1 cldatancdezdeviab (@)

5] Cluster Summary Cluster 1 cdsdmint. dev.isb @

<] Chusters Dingram Cluster 1 €ladminT.dev.lab o
4 KOS chusterd cladmin2.devlab @

[7¥ DataNiode Hasts Overvien
5 Datatiode Ferformanae
552 HDFS Service Performance
[2¥) oFs summary
5 Namenioge Performance
[= ramenioge summay

4 i ot
55 Couers Hast Overvew
5] Clowdern Host Perkamone
E5) Host CPU Dashioard
55 Host CPU Perarmance
% Hoxt Disk Daskboard
5 Host Disk Pestormance
5 Host Disk Utizatin
[ Hostasemary Dastooam
5 Host Memary Usage.
55 Host Hebwork Performance
67 Hosts

4 MapReduce -
25 JabTracker Performance.
[ sabTracker Summary

= TaskTracker Perkormarce

4 3 MP Admiristration
[ Licensing

g vom
[ NogeManager Pertormarce
%) Resource Manager Summany
[ Resourcemtanager Pertormaree
55 Yarm Senice Periormance -

Snow or Hide Views..

New View »
Bl Monioring
A Authoring
IS Reperng T T o B o O T o o Nyt Py Py Py o S e S Syt Syt Pyt
e S Cor Tt et e prm—— Perfrmance Counter
T vy Workspace S cinoscldevise 53 53092 Total Capcity Free Across Filesystems (in GB)
. B cinodeddeviab 1445 144208 Total Capacity Used Across Filesystems {in GE]

HOST MEMORY DASHBOARD

This dashboard shows used and available physical memory by host and includes performance
graph that will help you understand how metrics were changed over time.
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Host Memory Dashboard s 3

ClusterName  Host Name State  Memory Used (%) ¥ Memory Free (%)
Cluster 1 clnode3devlab [ EEE 34
Cluster 1 cladminl.devlab © 8315 176
Cluster 1 Cldatanodel.deviab &3 7027 969
Cluster 1 cdadminl.devlab @ se7 126
Cluster 1 cldatanode2deviab (D 3496 5053
cluster3 cladmin2.dev.lab @

®

@

)

o
TO0PM tDAM  TOAM  200AM MMM ANAM  SDOAM  GOAM  TOOAM  BOOAM  9DAM  D0AM  TODAM AP TOPM  200PM  MOPM  400PM SIOPM  GOPM  TOOPM  BOPM  SlPM

Show  Color  Target Last Value Average Value Performance Counter Performance Object Performance Instance Minimum Value Maximum Value
@ cladminldeviab 176 15734 % Physical Memory Free Host Memory Information Cluster 1 146 18767
B cladminldeviab 8315 83.3271 % Physical Memary Used Cluster 1 8356

Host Memory Information

MAPREDUCE SUMMARY

This dashboard shows MapReduce Cluster Services health state. User can choose the Cluster by
clicking Cluster Name, after user can see intuitively visualization of:

e Jobs Summary

o TaskTrackers Summary
e Slots Utilization

e Maps vs. Reducers
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MapReduce Summary

MapReduce Service Health (1)
Health  Cluster Name 4  Maintenance Mode
A Custer

Jobs Summary
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JOBTRACKER SUMMARY

This dashboard shows JobTracker Host Component health state. User can choose the Cluster by
clicking Cluster Name, after user can see intuitively visualization of:

¢ Memory Heap Utilization
e Threads Status
e Garbage Collection Time
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JobTracker Summary

JobTracker Component Health (1)
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YARN SUMMARY

This dashboard shows Yarn Cluster Services health state. User can choose the Cluster by clicking
Cluster Name, after user can see intuitively visualization of:

e Application Summary
e VCores Summary

e Containers Summary
¢  Memory Summary
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RESOURCE MANAGER SUMMARY

This dashboard shows Resource Manager Host Component health state. User can choose the

Cluster by clicking Cluster Name, after User can see intuitively visualization of:
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e Memory Heap Utilization

e Threads Status

e Garbage Collection Time
e Average RPC Time
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Menitoring < Resource Manager Summary
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PERFORMANCE VIEWS

A set of performance views is available in view subfolders, showing the performance of
discovered Cloudera clusters, hosts and services. The following performance views are available
in the Tegwave Cloudera MP:

CLOUDERA HOST PERFORMANCE VIEWS

¢ Host CPU Performance
Shows CPU usage and processor load performance statistics for Cloudera hosts.

e Host Disk Performance
Shows statistics for disk utilization, disk latency, disk IOPS, and disk throughput on host
local disks.

e Host Disk Utilization
Shows statistics for disk usage, used capacity, free capacity and total capacity available

on host local disks.

e Host Memory Usage
Shows physical and virtual memory usage statistics on hosts.
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¢ Host Network Performance
Shows host network throughput statistics.

Example screenshot below shows Host CPU Performance view.
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HDFS PERFORMANCE VIEWS

o HDFS Service Performance
Shows the following HDFS metrics:
Total Capacity / Used Capacity / Remaining Capacity
Total Bytes Written / Total Bytes Read
Live DataNodes / Dead DataNodes / Decommissioned DataNodes
Total Files / Created Files / Deleted Files / Appended Files
Total Blocks / Under-Replicated Blocks / Missing Blocks / Blocks With Corrupt
Replicas / Pending Replication Blocks / Pending Deletion Blocks

o O O O

e DataNode JVM Performance
Shows JVM performance statistics for the DataNodes, including:
o Blocked / Terminated / Runnable / New / Waiting / Timed Waiting JVM Threads
o JVM Heap Memory Used / Committed
o Time spent in Garbage Collection

¢ DataNode Performance
Shows the following DataNode metrics:
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o

o

o

Read / Written Bytes
Number of Read / Written / Removed / Verified / Replicated Blocks
Average processing tfime to Read / Write / Copy / Replace a Block

¢ NameNode Performance
Shows JVM and RPC performance statistics for the NameNode hosts.

MAPREDUCE PERFORMANCE VIEWS
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¢ MapReduce Service Performance
Shows the following MapReduce metrics

o

Completed Jobs / Failed Jobs / Killed Jobs / Preparing Jobs / Running Jobs /
Submitted Jobs

Completed Maps / Failed Maps / Killed Maps / Launched Maps / Running Maps /
Waiting Maps

Occupied Map Slots / Reserved Map Slots

Occupied Reduce Slots / Reserved Reduce Slofts

Completed Reduces / Failed Reduces / Killed Reduces / Launched Reduces /
Running Reduces / Waiting Reduces

TaskTrackers Blacklisted / TaskTrackers Decommissioned

Total Shuffle Handler Successful Requests / Total Shuffle Handler Failed Requests /
Total Shuffle Output

e TaskTracker Performance
Shows the following metrics

o O O O

JVM performance statistics

Map Slots / Reduce Slots

Running Map Tasks / Running Reduce Tasks

Shuffle Failed Outputs / Shuffle Success Outputs / Shuffle Output
Shuffle Exceptions Caught / Shuffle Handler Busy

¢ JobTracker Performance
Shows JVM performance statistics for the JobTracker hosts.



Example screenshot below shows Host CPU Performance view.
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YARN PERFORMANCE VIEWS

4]

e Yarn Service Performance
Shows the following Yarn metrics:

o Completed Applications / Failed Applications / Killed Applications / Active
Applications / Running Applications / Submitted Applications

o O O O

¢ NodeManager JVM Performance
Shows JVM performance statistics for the DataNodes, including:

o Blocked / Terminated / Runnable / New / Waiting / Timed Waiting JVM Threads

o JVM Heap Memory Used / Committed
o Time spent in Garbage Collection

¢ NodeManager Performance

Shows the following NodeManager metrics:
o Allocated / Available Memory

Reserved Memory / Allocated Memory / Pending Memory
Reserved VCores / Available VCores / Pending VCores / Allocated VCores
Reserved Containers / Pending Containers / Allocated Containers
Active Users




o Number of Allocated / Launched / Running / Completed / Failed / Killed
Containers

¢ ResourceManager Performance
Shows JVM and RPC performance statistics for the ResourceManager hosts.

STATE VIEWS

A set of state views is available in view subfolders, showing the state and properties of
discovered Cloudera infrastructure components and services.

e Hosts state view shows the overview of all discovered Cloudera hosts.

Hosts (6)

A Lookfor: | FindMow  Clear

State @ Name IP Address Rack Id Cluster Name Commission State Logical Processors Physical Processors Host Id
&3 Critical cladminl.dev.lab 10.,0.2.62 /default Cluster 1 COMMISSIONED 2 2 bd20%edb-f303-4abd-8232-faeT86ecl22c
&9 Critical cladminl.dev.lab 10.10.2.30 /Rack1 Cluster 1 COMMISSIONED 3 3 193d9b71c-ad52-488a-8205- 1e4Bed40253e
& Critical cldatanodel.dev.lab 10.,10.2.33 /Rack1 Cluster 1 COMMISSIONED 1 1 10f52c2b-59df-4b84-b2fb-8370522cb4de
&9 Critical cInoded.dev.lab 100,232 /Rack2 Cluster 1 COMMISSIONED 1 1 08cc0563-9496-4e23-a872-e(ff45e218e3
(@) Healthy cladmin2.dev.lab 10.,10.2.34 /Rack3 cluster3 COMMISSIONED 1 0871a71d-4378-4236-99cb-ee57d8bTTh24
(@) Healthy cldatanode.dev.lab 10.10.2.31 /Rack1 Cluster 1 COMMISSIONED 1 1 959d924f- edbf-4269-9792-932c1094cced

¢ Cloudera Manager Services state view shows the status of Cloudera Manager Server
services.

Cloudera Manager Services (2)

A Lookfor | Find Now  Clear
Cloudera Cloudera
Cloudes Ehr Cloudera G oo Management  Management  Cloudera
B Management Management M 5 Management  _ Management o - Semvice Management
State @) Name Path Cloudera Manager REST APIURI /i) Service Activity /&) Service Alet [ o 2gemen i, ServiceHost (3 Service (<] (<] i 9
e — A ServiceEvent M =  Novigator ' Reports % Senvice Monitor
Monitor Publisher Monitor Navigator
Server Instance Meteserver Manager Instance
Instance Instance Instance Instance
Instance Instance
A\ Warning Cloudera Management Service  CDH with MR2  http://10.10.2.30:7180/api A\ Warning A\ Warning A\ Wamning A\ Warning
& Critical Cloudera Management Service  CDHwith MRT  http://10.10,2.62:7180/api /& Warning /&, Warning (@ Healthy /&, Warning & Critical & Critical 3 Critical (@ Healthy

MONITORS

Tegwave Cloudera MP includes a set of availability and performance monitors to diagnose the
state of Cloudera infrastructure components.
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MONITORING

Monitoring

scenario

HDFS remaining

SCENARIOS

Description

This scenario monitors amount of available

Associated rules and monitors

Ale
rt

Collect HDFS Capacity Total False
capacity space in HDFS cluster. When space is
running low warning and critical alerts will [Collect HDFS Capacity Used False
be raised. .
Collect HDFS Capacity Non-HDFS Used  [False
Collect HDFS Capacity Remaining False
HDFS Capacity Remaining True
DataNodes This scenario monitors DataNodes health  |Collect HDFS Dead DataNodes False
health state state. When significant amount of
DataNodes are down you will receive Collect HDFS Live DataNodes False
warning and critical alerts.
DataNodes Down True
NameNode  [This scenario monitors if NameNode NameNode Operational Mode True
Safe Mode operates in safe mode. This is a mode of
HDFS when read-only access to file system
is allowed, which significantly reduces
Corrupted HDFS[This scenario monitors number of Collect Blocks With Corrupt Replicas False
blocks corrupted blocks in the HDFS. When
significant number of blocks are corrupted|Corrupted Blocks True
critical alert is raised.
Under- This scenario monitors number of under-  |Collect HDFS Under-Replicated Blocks False
replicated HDFSfreplicated blocks in HDFS. When significant
blocks Under-Replicated Blocks True

number of blocks are under-replicated
you will receive warning and critical alerts.
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MapReduce  his scenario monitors number of Collect MapReduce Jobs Submitted False
jobs submitted, preparing, running, completed, .
kiled and failed MapReduce jobs. When Collect MapReduce Jobs Preparing False
significant number of submitted jobs are .
- . . . .. |Collect MapReduce Jobs Running False
failing you will receive warning and critical
alerts. Collect MapReduce Jobs Completed False
Collect MapReduce Jobs Killed False
Collect MapReduce Jobs Failed False
Failed Jobs True
Invalid This scenario checks existence of Collect MapReduce TaskTrackers False
(blacklisted)  |blacklisted and decommissioned Blacklisted
and TaskTrackers. When they present alert is
decommissioneraised. Collect MapReduce TaskTrackers False
d TaskTrackers Decommissioned
Invalid TaskTrackers True
Yarn This scenario monitors number of Collect Number of Submitted False
applications  sybmitted, running, completed, killed and |Applications
failed Yarn applications. When significant
number of submitted applications are Collect Number of Running Applications [False
failing you will receive warning and critical
qlerts Collect Number of Completed False
’ Applications
Collect Number of Killed Applications False
Collect Number of Failed Applications  [False
Failed Applications True
NameNode,  [This scenario checks memory usage of Collect JVM Heap Memory Used False
JobTracker and|NameNode, JobTracker and
ResourceMana [ResourceManager processes. Collect JVM Heap Memory Committed  [False
ger memory
heap usage
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Host

health summary|

instance health summary.

The health state is determined by the
Cloudera Manager health tests performed
for arole instance. See full description of
health tests at
http://www.cloudera.com/documentatio
n/enterprise/latest/topics/cm ht.html
Warning alert is raised when role instance
is in *CONCERNING" state and crifical
alert when role instance is in "BAD" state.

related monitors in Appendix A: Monitors
chapter.

This scenario checks host performance Total CPU Utilization Percentage True
Performance  |including CPU usage, disk free space, . .
available memory and available swap Disk Free Space (in GB) True
space. Alert is raised if any metric . .
. e Disk Free Space (in %) True
performance metric is close to ifs limit.
Physical Memory Available (in GB) True
Physical Memory Available (in %) True
Swap Space Available (in GB) True
Swap Space Available (in %) True
Cloudera This scenario monitors accessibility of Cloudera Manager API Credentials True
Manager Cloudera Manager service by executing
service synthetic fransactions. Whenever service is(Cloudera Manager APIURL Check rue
accessibility  lunavailable because of wrong URL, invalid ,
. . Cloudera Manager APl Unavailable True
credentials or due to any transient server T
A . L (Monitoring)
issue critical alert is raised.
Role Instance  [This scenario checks health state of all role [See the list of service role instance True
process health instance processes. Whenever role related monitors in Appendix A: Monitors
state instance process is not running an alertis |chapter.
raised.
If the service instance has been putinto
maintenance mode by a Cloudera cluster
administrator the monitor will ignore the
service instance process health state.
Role Instance  [This scenario checks cluster service role  [See the list of service role instance True
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http://www.cloudera.com/documentation/enterprise/latest/topics/cm_ht.html
http://www.cloudera.com/documentation/enterprise/latest/topics/cm_ht.html

Cloudera This scenario checks health state of all See the list of Cloudera Manager role True
Manager role  ICloudera Manager role instance instance related monitors in Appendix A:
instance processes. Whenever role instance Monitors chapter.
process health |orocess is not running an alert is raised.
state If the service instance has been put info

maintenance mode by a Cloudera cluster

administrator the monitor will ignore the

service instance process health state.
Cloudera This scenario checks Cloudera Manager See the list of Cloudera Manager role True
Managerrole |role instance health summary. instance related monitors in Appendix A:
instance health \warning alert is raised when role instance |Monitors chapter.
summary is in *CONCERNING"” state and crifical

alert when role instance is in "BAD" state.
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TROUBLESHOOTING

There are no known issues.
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APPENDICES

APPENDIX A: MONITORS

CLUSTER MONITORS

Monitor Interval  Alert ‘ Enabled Description
Service
Health 300 True True Monitors Cloudera Cluster Service health summary.
Summary
Service State 300 True True Monitors Cloudera Cluster Service running state.

HOST MONITORS

Monitor Interval Alert| Enabled Description

Total CPU
Utilization 300 True True Monitors the fotal CPU utilization of the host.
Percentage
Disk Free Space . .
(in GB) 300 True True Monitors disk free space on the host.
Disk Free Space . )
(in %) 300 True True Monitors disk free space percentage on the host.
Physical Memory || T Monit ilable physical the host
Available (in GB) rue rue onitors available physical memory on the host.
Physical Memor i i i

y. . y 300 True True Monitors available physical memory percentage on the
Available (in %) host.
swap Space 300 T T Monit ilabl the host
Available (in GB) rue rue onitors available swap space on the host.
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Swap Space
Available (in %)

300

True

True Monitors available swap space percentage on the host.

HDFS MONITORS

Monitor Inierv‘ Ale‘ Enabl ‘ Description
HDFS Monitors HDFS DataNode service role instance process state on a
DataNode 300 |Truel True host. If the service instance has been put infto maintenance mode
Role Instance by a Cloudera cluster administrator the monitor will ignore the
State service instance process health state.
HDFS Monitors HDFS NameNode service role instance process state on a
NameNode host. If the service instance has been put infto maintenance mode
300 |[True| True - . -
Role Instance by a Cloudera cluster administrator the monitor will ignore the
State service instance process health state.
HDFS Monitors HDFS Secondary NameNode service role instance process
Secondary 300 |True!| Troe state on a host. If the service instance has been put into
NameNode maintenance mode by a Cloudera cluster administrator the monitor
Role Instance will ignore the service instance process health state.
State
Monitors HDFS Balancer service role instance process state on a host.
HDFS Balancer L . .
If the service instance has been put info maintenance mode by a
Role Instance | 300 |[True| True . . - .
State Cloudera cluster administrator the monitor will ignore the service
instance process health state.
HDFS Monitors HDFS Gateway service role instance process state on a
Gateway Role| 300 |True| True host. If the service ms’ronce. h.os been put m’rg moh’r.enonce mode
by a Cloudera cluster administrator the monitor will ignore the
Instance State L
service instance process health state.
HDFS HitpFs Monitors HDFS HttpFs service role instance process state on a host. If
the service instance has been put info maintenance mode by a
Role Instance | 300 |[True| True L . . ;
State Cloudera cluster administrator the monitor will ignore the service
instance process health state.
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HDFS
FailoverContro|

Monitors HDFS FailoverController service role instance process state
on a host. If the service instance has been put into maintenance

ller Role 300 |True)  True mode by a Cloudera cluster administrator the monitor will ignore the

Instance State service instance process health state.

HDFS Monitors HDFS JournalNode service role instance process state on a

JournalNode host. If the service instance has been put info maintenance mode

300 |[True| True - . -

Role Instance by a Cloudera cluster administrator the monitor will ignore the

State service instance process health state.

HDFS Monitors HDFS NfsGateway service role instance process state on a

NfsGateway host. If the service instance has been put info maintenance mode

300 |True| True . . -

Role Instance by a Cloudera cluster administrator the monitor will ignore the

State service instance process health state.

HDFS Monitors HDFS DataNode cluster service role instance health

DataNode summary. Health of this monitor is determined by the Cloudera

Role Instance | 300 |True| True |Manager Health Tests

Health (http://www.cloudera.com/documentation/enterprise/latest/topics/

Summary cm_ht.html).

HDFS Monitors HDFS NameNode cluster service role instance health

NameNode summary. Health of this monitor is determined by the Cloudera

Role Instance | 300 |True| True  h1gngger Health Tests

Health (http://www.cloudera.com/documentation/enterprise/latest/topics/

Summary cm_ht.html).

HDFS Monitors HDFS Secondary NameNode cluster service role instance

secondary health summary. Health of this monitor is determined by the

NameNode 300 |True| True |Cloudera Manager Health Tests

Role Instance (http://www.cloudera.com/documentation/enterprise/latest/topics/

Hedalth cm_hthtml).

Summary

HDFS Balancer| Monitors HDFS Balancer cluster service role instance health summary.

Role Instance Health of this monitor is determined by the Cloudera Manager

Health 300 (True| True  |heqith Tests

Summary (http://www.cloudera.com/documentation/enterprise/latest/topics/
cm_ht.htmil).

HDFS Monitors HDFS Gateway cluster service role instance health

Gateway Role summary. Health of this monitor is determined by the Cloudera

Instance 300 |True| True [Manager Health Tests

Health (http://www.cloudera.com/documentation/enterprise/latest/topics/

Summary cm_ht.html).
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HDFS HttpFs
Role Instance

Monitors HDFS HttpFs cluster service role instance health summary.
Health of this monitor is determined by the Cloudera Manager

Health
Summary

Health 300 |True| True |yeqith Tests

Summary (http://www.cloudera.com/documentation/enterprise/latest/topics/
cm_ht.html).

HPFS Monitors HDFS FailoverController cluster service role instance health

FailoverContro summary. Health of this monitor is determined by the Cloudera

ller Role 300 |True| True |Manager Health Tests

Instance (http://www.cloudera.com/documentation/enterprise/latest/topics/

Heailth cm_ht.htmi).

Summary

HDFS Monitors HDFS JournalNode cluster service role instance health

JournalNode summary. Health of this monitor is determined by the Cloudera

Role Instance | 300 |True | True |\\qnager Health Tests

Health (http://www.cloudera.com/documentation/enterprise/latest/topics/

Summary cm_ht.html).

HDFS Monitors HDFS NfsGateway cluster service role instance health

NfsGateway summary. Health of this monitor is determined by the Cloudera

Role Instance | 300 |True| True [Manager Health Tests

(http://www.cloudera.com/documentation/enterprise/latest/topics/

cm_ht.html).

MAPREDUCE MONITORS

Monitor Inierv‘ Ale‘ Enabl ‘ Description
MapReduce Monitors MapReduce JobTracker service role instance process state
JobTracker 300 |Truel Troe on a host. If the service instance has been put into maintenance
Role Instance mode by a Cloudera cluster administrator the monitor will ignore the
State service instance process health state.
MapReduce Monitors MapReduce TaskTracker service role instance process state
TaskTracker 300 |Truel True on a host. If the service instance has been put into maintenance
Role Instance mode by a Cloudera cluster administrator the monitor will ignore the
State service instance process health state.

Monitors MapReduce Gateway service role instance process state

MapReduce host. If the service instance has b tinto maint
Gateway Role| 300 |True| True on a host. e service instance has been put info maintenance

Instance State

mode by a Cloudera cluster administrator the monitor will ignore the
service instance process health state.
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MapReduce
FailoverContro|

Monitors MapReduce FailoverController service role instance process
state on a host. If the service instance has been put into

ller Role 300 |Trve | True maintenance mode by a Cloudera cluster administrator the monitor

Instance State will ignore the service instance process health state.

MapReduce Monitors MapReduce JobTracker cluster service role instance health

JobTracker summary. Health of this monitor is determined by the Cloudera

Role Instance | 300 |True| True |Manager Health Tests

Health (http://www.cloudera.com/documentation/enterprise/latest/topics/

Summary cm_ht.html).

MapReduce Monitors MapReduce TaskTracker cluster service role instance health

TaskTracker summary. Health of this monitor is determined by the Cloudera

Role Instance | 300 |True| True Manager Health Tests

Health (http://www.cloudera.com/documentation/enterprise/latest/topics/

Summary cm_ht.ntmil).

MapReduce Monitors MapReduce Gateway cluster service role instance health

Gateway Role summary. Health of this monitor is determined by the Cloudera

Instance 300 |True| True  \anager Health Tests

Health (http://www.cloudera.com/documentation/enterprise/latest/topics/

Summary cm_ht.ntmil).

MapReduce . . . .

FailoverControl Monitors MapReduce Follove.rConTrloIIe.r cluster s.er\/lce role instance

ler Role health summary. Health of this monitor is determined by the

Instance 300 |True| True [Cloudera Manager Health Tests

Health (http://www.cloudera.com/documentation/enterprise/latest/topics/
cm_ht.html).

Summary

YARN MONITORS

Monitor Interv‘ Ale Enabl ‘ Description
YARN Monitors YARN ResourceManager service role instance process
ResourceMana state on a host. If the service instance has been put into
300 |[True| True . . .
ger Role maintenance mode by a Cloudera cluster administrator the monitor
Instance State will ignore the service instance process health state.
YARN Monitors YARN NodeManager service role instance process state on
NodeManager a host. If the service instance has been put info maintenance mode
300 |True| True

Role Instance
State

by a Cloudera cluster administrator the monitor will ignore the
service instance process health state.
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Monitors YARN JobHistory service role instance process state on a

j:le-NlisTory Role| 300 |True! Troe host. If the service ins‘ronce.h.os been put infc? moirﬁ.enonce mode
by a Cloudera cluster administrator the monitor will ignore the
Instance State T
service instance process health state.
YARN Monitors YARN Gateway service role instance process state on a
Gateway Role | 300 |True| True host. If the service ms‘ronce.h.os been put mfg mourﬁgnonce mode
Instance State byq Clqudero cluster administrator the monitor will ignore the
service instance process health state.
YARN Monitors YARN ResourceManager cluster service role instance
ResourceMana health summary. Health of this monitor is determined by the
ger Role 300 |True| True [Cloudera Manager Health Tests
Instance (http://www.cloudera.com/documentation/enterprise/latest/topics
Health /cm_ht.html).
Summary
YARN Monitors YARN NodeManager cluster service role instance health
NodeManager summary. Health of this monitor is determined by the Cloudera
Role Instance 300 |[True| True |Manager Health Tests
Health (hitp://www.cloudera.com/documentation/enterprise/latest/topics
Summary /cm_ht.html).
YARN Monitors YARN JobHistory cluster service role instance health
JobHistory Role summary. Health of this monitor is determined by the Cloudera
Instance 300 |True| True Manager Health Tests
Health (http://www.cloudera.com/documentation/enterprise/latest/topics
Summary /cm_ht.html).
YARN Monitors YARN Gateway cluster service role instance health
Gateway Role summary. Health of this monitor is determined by the Cloudera
Instance 300 |[True| True |Manager Health Tests
Health (http://www .cloudera.com/documentation/enterprise/latest/topics
Summary /cm_ht.html).

SPARK MONITORS

Monitor Interv Ale‘ Enable Description

Spark On

YARN Monitors Spark On YARN History Server service role instance process
History 300 |Truel True state on a host. If the service instance has been put info maintenance
Server Role mode by a Cloudera cluster administrator the monitor will ignore the
Instance service instance process health state.

State
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Spark On
YARN Monitors Spark On YARN Gateway service role instance process state
Gateway on a host. If the service instance has been put into maintenance mode
300 |True| True . . - .
Role by a Cloudera cluster administrator the monitor will ignore the service
Instance instance process health state.
State
Spark
(eS)Tondolon Monitors Spark (Standalone) Gateway service role instance process
state on a host. If the service instance has been put into maintenance
Gateway 300 |True| True . . -
Role mode by a Cloudera cluster administrator the monitor will ignore the
service instance process health state.
Instance
State
Spark
(Standalon Monitors Spark (Standalone) Master service role instance process state
e) Master on a host. If the service instance has been put into maintenance mode
300 |True| True . . - .
Role by a Cloudera cluster administrator the monitor will ignore the service
Instance instance process health state.
State
Spark
(Standalon Monitors Spark (Standalone) Worker service role instance process state
e) Worker on a host. If the service instance has been put into maintenance mode
300 |True| True . . . .
Role by a Cloudera cluster administrator the monitor will ignore the service
Instance instance process health state.
State
Spark
t | . . . .
S) andalon Monitors Spark (Standalone) HistoryServer service role instance process
. state on a host. If the service instance has been put into maintenance
HistoryServ | 300 |True| True .. . -
or Role mode by a Cloudera cluster administrator the monitor will ignore the
service instance process health state.
Instance
State
Spark On
YARN Monitors Spark On YARN History Server cluster service role instance
History health summary. Health of this monitor is determined by the Cloudera
ServerRole| 300 |[True| True |Manager Health Tests
Instance (http://www.cloudera.com/documentation/enterprise/latest/topics/c
Health m_ht.html).
Summary
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Spark On

YARN Monitors Spark On YARN Gateway cluster service role instance health

Gateway summary. Health of this monitor is determined by the Cloudera

Role 300 |True| True |Manager Health Tests

Instance (http://www.cloudera.com/documentation/enterprise/latest/topics/c

Health m_ht.himl).

Summary

Spark

(Standalon Monitors Spark (Standalone) Gateway cluster service role instance

e) health summary. Health of this monitor is determined by the Cloudera

Gateway 300 |True| True |Manager Health Tests

Role (http://www.cloudera.com/documentation/enterprise/latest/topics/c

Instance m_ht.html).

Health

Summary

Spark

(Standalon Monitors Spark (Standalone) Master cluster service role instance health

e) Master summary. Health of this monitor is determined by the Cloudera

Role 300 |True| True |Manager Health Tests

Instance (http://www.cloudera.com/documentation/enterprise/latest/topics/c

Health m_ht.html).

Summary

Spark

(Standalon Monitors Spark (Standalone) Worker cluster service role instance health

e) Worker summary. Health of this monitor is determined by the Cloudera

Role 300 |[True| True |Manager Health Tests

Instance (http://www.cloudera.com/documentation/enterprise/latest/topics/c

Health m_ht.himi).

Summary

Spark

(Standalon . . . .

e) Monitors Spark (Standalone) !—hs’rory.Serv.er clus’rer. service role instance

HistoryServ health summary. Health of this monitor is determined by the Cloudera

er Role 300 |True| True |Manager Health Tests
(http://www.cloudera.com/documentation/enterprise/latest/topics/c

Instance m_ht.ntmi).

Health —

Summary
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HBASE MONITORS

Monitor

HBase Master

Interv‘ Ale Enable

Description

Monitors HBase Master service role instance process state on a host. If
the service instance has been put into maintenance mode by a

SRTczllTeelnsTonce 300 |True|  True Cloudera cluster administrator the monitor will ignore the service
instance process health state.

HBase Monitors HBase RegionServer service role instance process state on a

RegionServer host. If the service instance has been put into maintenance mode by
300 |[True| True . . - .

Role Instance a Cloudera cluster administrator the monitor will ignore the service

State instance process health state.

HBase Monitors HBase Gateway service role instance process state on a

Gateway host. If the service instance has been put into maintenance mode by
300 |True| True . . - .

Role Instance a Cloudera cluster administrator the monitor will ignore the service

State instance process health state.

HBase Monitors HBase HBaseRestServer service role instance process state

HBaseRestSer on a host. If the service instance has been put info maintenance

ver Role 300 |True) True mode by a Cloudera cluster administrator the monitor will ignore the

Instance service instance process health state.

State

HBase ) Monitors HBase HBaseThriftServer service role instance process state

HBaseThriftSer on a host. If the service instance has been put info maintenance

ver Role 300 |True| True mode by a Cloudera cluster administrator the monitor will ignore the

Instance service instance process health state.

State

HBase Master Monitors HBase Master cluster service role instance health summary.

Role Instance Health of this monitor is determined by the Cloudera Manager Health

Health 300 |[True| True [ests

Summary (http://www.cloudera.com/documentation/enterprise/latest/topics/

cm_ht.html).

HBase Monitors HBase RegionServer cluster service role instance health

RegionServer summary. Health of this monitor is determined by the Cloudera

Role Instance | 300 |True| True |y qnqger Health Tests

Health (http://www.cloudera.com/documentation/enterprise/latest/topics/

Summary cm_ht.html).

HBase Monitors HBase Gateway cluster service role instance health

Gateway summary. Health of this monitor is determined by the Cloudera

Role Instance| 300 |True| True

Health
Summary

Manager Health Tests
(http://www.cloudera.com/documentation/enterprise/latest/topics/
cm_ht.html).
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HBase s Monitors HBase HBaseRestServer cluster service role instance health
HBC‘SGFGS er summary. Health of this monitor is determined by the Cloudera
l"e; Role 300 |True| True |Manager Health Tests
nstance (http://www.cloudera.com/documentation/enterprise/latest/topics/
Health
cm_ht.html).

Summary
HBase i i i i

. Monitors HBase HBaseThriftfServer cluster service role instance health
HBaseThriftSer summary. Health of this monitor is determined by the Cloudera
ver Role 300 |True| True |Manager Health Tests
Instance (http://www.cloudera.com/documentation/enterprise/latest/topics/
Health cm_ht.html).
Summary

ACCUMULO16 MONITORS

Monitor Interv Ale‘ Enabl Description

Monitors Accumulo16 Master service role instance process state on
Accumulolé host. [f th ice inst has b Fint int d
Master Role 300 |troel Troe a host. e service ins oncj‘e. as been pu |r.1 o) m.cu.n enance mode

by a Cloudera cluster administrator the monitor will ignore the
Instance State S

service instance process health state.
Accumulol16é Monitors Accumulo16 TabletServer service role instance process
TabletServer 300 |Troe!| True state on a host. If the service instance has been put into
Role Instance maintenance mode by a Cloudera cluster administrator the monitor
State will ignore the service instance process health state.
Accumulo16 Monitors Accumulo16 GarbageCollector service role instance
GarbageColle process state on a host. If the service instance has been put into

300 |True| True . . .

ctor Role maintenance mode by a Cloudera cluster administrator the monitor
Instance State will ignore the service instance process health state.

Monitors Accumulo16é Monitor service role instance process state on
Accumulolé . . .

. a host. If the service instance has been put intfo maintenance mode

Monitor Role 300 |[True| True . . -

by a Cloudera cluster administrator the monitor will ignore the
Instance State .

service instance process health state.

Monitors Accumulo16 Tracer service role instance process state on a
Accumulol16é L . .

host. If the service instance has been put infto maintenance mode
Tracer Role 300 |True| True . ) -

by a Cloudera cluster administrator the monitor will ignore the
Instance State L

service instance process health state.
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Accumulol16é

Monitors Accumulo16 Gateway service role instance process state
on a host. If the service instance has been put into maintenance

Gateway Role | 300 |True| True mode by a Cloudera cluster administrator the monitor will ignore the
Instance State T

service instance process health state.
Accumulol6 Monitors Accumulo16 Master cluster service role instance health
Master Role summary. Health of this monitor is determined by the Cloudera
Instance 300 |[True| True |Manager Health Tests
Health (http://www.cloudera.com/documentation/enterprise/latest/topics
Summary /cm_ht.html).
Accumulol6 Monitors Accumulo1é6 TabletServer cluster service role instance
TabletServer health summary. Health of this monitor is determined by the
Role Instance | 300 |True| True |Cloudera Manager Health Tests
Health (http://www.cloudera.com/documentation/enterprise/latest/topics
Summary /cm_ht.html).
Accumulol6 Monitors Accumulo1é GarbageCollector cluster service role
GarbageColle instance health summary. Health of this monitor is determined by
ctor Role 300 |True| True [the Cloudera Manager Health Tests
Instance (http://www.cloudera.com/documentation/enterprise/latest/topics
Health /cm_ht.html).
Summary
Accumulol1é Monitors Accumulo16 Monitor cluster service role instance health
Monitor Role summary. Health of this monitor is determined by the Cloudera
Instance 300 |True| True  \\anager Health Tests
Health (http://www.cloudera.com/documentation/enterprise/latest/topics
Summary /cm_ht.html).
Accumulol1é Monitors Accumulo16 Tracer cluster service role instance health
Tracer Role summary. Health of this monitor is determined by the Cloudera
Instance 300 |True | True  \\gnager Health Tests
Health (http://www.cloudera.com/documentation/enterprise/latest/topics
Summary /cm_ht.html).
Accumulol6 Monitors Accumulo16 Gateway cluster service role instance health
Gateway Role summary. Health of this monitor is determined by the Cloudera
Instance 300 |True| True  luanager Health Tests
Health (http://www.cloudera.com/documentation/enterprise/latest/topics
Summary /cm_ht.html).
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FLUME MONITORS

Monitor Interval Alert Enabled Description

Flume

Agent Monitors Flume Agent service role instance process state on a host. If the service
Role 300 True True |instance has been put into maintenance mode by a Cloudera cluster

Instance administrator the monitor will ignore the service instance process health state.
State

Flume

Agent . . . .
Role Monitors Flume Agent cluster service role instance health summary. Health of this
Instance 300 True True |monitforis determined by the Cloudera Manager Health Tests

Health (http://www.cloudera.com/documentation/enterprise/latest/topics/cm ht.nhtml).
Summary;

HIVE MONITORS

Monitor Description
Hive Monitors Hive Gateway service role instance process state on a host. If
Gateway the service instance has been put info maintenance mode by a
Role 300 |True ) True Cloudera cluster administrator the monitor will ignore the service
Instance instance process health state.
State
H!ve Monitors Hive HiveMetastore service role instance process state on a
HiveMetast host. If the service instance has been put info maintenance mode by
ore Role 300 |True] True a Cloudera cluster administrator the monitor will ignore the service
Instance instance process health state.
State
Hive Monitors Hive WebHCat service role instance process state on a host. If
WebHCat the service instance has been put info maintenance mode by a
Role 300 |True ) True Cloudera cluster administrator the monitor will ignore the service
Instance instance process health state.
State
H!ve Monitors Hive HiveServer2 service role instance process state on a host.
HiveServer2 If the service instance has been put info maintenance mode by a
Role 300 |True] True Cloudera cluster administrator the monitor will ignore the service
Instance instance process health state.
State
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Hive

Monitors Hive Gateway cluster service role instance health summary.

Gateway Health of this monitor is determined by the Cloudera Manager Health

Role 300 |True| True [Tests

Instance (http://www.cloudera.com/documentation/enterprise/latest/topics/c

Health m_ht.htmi).

Summary

H!ve Monitors Hive HiveMetastore cluster service role instance health

H'Veé\AT'TOST summary. Health of this monitor is determined by the Cloudera

loreT ole 300 |True| True |Manager Health Tests

SS c:fnhce (http://www.cloudera.com/documentation/enterprise/latest/topics/c
ed m_ht.htmi).

Summary

Hive Monitors Hive WebHCat cluster service role instance health summary.

WebHCat Health of this monitor is determined by the Cloudera Manager Health

Role 300 |True| True [Tests

Instance (http://www.cloudera.com/documentation/enterprise/latest/topics/c

Health m_ht.htmi).

Summary

:!ve 9 Monitors Hive HiveServer2 cluster service role instance health summary.
IveServer Health of this monitor is determined by the Cloudera Manager Health

:?oITe 300 |True| True [Tests

ns o”nhce (http://www.cloudera.com/documentation/enterprise/latest/topics/c

Hea m_ht.htmi).

Summary

IMPALA MONITORS

Monitor Interv‘ Ale‘ Enable Description

Impala . . .

Monitors Impala Impalad service role instance process state on a host.
Impalad 300 |Toe! Troe If the service instance has been put info maintenance mode by a
Role Cloudera cluster administrator the monitor will ignore the service
Instance instance process health state.
State
Impala . . .

Monitors Impala StateStore service role instance process state on a
StateStore 300 |Tvel Tue host. If the service instance has been put into maintenance mode by
Role a Cloudera cluster administrator the monitor will ignore the service
Instance instance process health state.
State
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Impala Monitors Impala CatalogServer service role instance process state on
Catalogser a host. If the service instance has been put intfo maintenance mode
ver Role 300 |True ] True by a Cloudera cluster administrator the monitor will ignore the service
Instance instance process health state.
State
Impala Monitors Impala Lliama service role instance process state on a host. If
Liama Role the service instance has been put into maintenance mode by a

300 |True| True . . - .
Instance Cloudera cluster administrator the monitor will ignore the service
State instance process health state.
Impala Monitors Impala Impalad cluster service role instance health summary.
Impalad Health of this monitor is determined by the Cloudera Manager Health
Role 300 |True| True [Tests
Instance (http://www.cloudera.com/documentation/enterprise/latest/topics/c
Health m_ht.html).
Summary
Impala Monitors Impala StateStore cluster service role instance health
StafeStore summary. Health of this monitor is determined by the Cloudera
Role 300 |True| True |Manager Health Tests
Instance (http://www.cloudera.com/documentation/enterprise/latest/topics/c
Health m_ht.html).
Summary
Impala Moni : :

onitors Impala CatalogServer cluster service role instance health

Catalogser summary. Health of this monitor is determined by the Cloudera
ver Role 300 |True| True |Manager Health Tests
Instance (http://www.cloudera.com/documentation/enterprise/latest/topics/c
Health m_ht.ntmi).
Summary
Impala Monitors Impala Liama cluster service role instance health summary.
Llama Role Health of this monitor is determined by the Cloudera Manager Health
Instance 300 |True| True [Tests
Health (http://www.cloudera.com/documentation/enterprise/latest/topics/c
Summary m_ht.himl).

HUE MONITORS

Monitor Inierval‘ Alert Enabled Description

Hue
Server
Role
Instance
State

300

True

True

Monitors Hue Server service role instance process state on a host. If the service
instance has been put info maintenance mode by a Cloudera cluster
administrator the monitor will ignore the service instance process health state.
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Hue KT

Renewer Monitors Hue KT Renewer service role instance process state on a host. If the

Role 300 True True [service instance has been put into maintenance mode by a Cloudera cluster

Instance administrator the monitor will ignore the service instance process health state.

State

Hue

Server . . . .

Role Mon!fors. Hue Serv.er cluster service role instance health summary. Health of this

Instance 300 True True |monitfor is determined by the Cloudera Monoger Hegl‘rh Tests '

Health (http://www.cloudera.com/documentation/enterprise/latest/topics/cm _ht.htmil).

Summary;

Hue KT

Renewer . . .

Role Monitors Hue KT Renewer cluster service role instance health summary. Health of

Instance 300 True True  [this monitor is determined by the Cloudera Manager Health Tests

Health (http://www.cloudera.com/documentation/enterprise/latest/topics/cm ht.ntml).

Summary;

Hue

Load . . .

Balancer Monitors Hue Load Balancer service role instance process state on a host. If the

Role 300 True True [service instance has been put info maintenance mode by a Cloudera cluster
administrator the monitor will ignore the service instance process health state.

Instance

State

Hue

Load

Balancer Monitors Hue Load Balancer cluster service role instance health summary. Health

Role 300 True True |of this monitor is determined by the Cloudera Manager Health Tests

Instance (http://www.cloudera.com/documentation/enterprise/latest/topics/cm_ht.htmil).

Health

Summary;

KAFKA MONITORS

Monitor Inierval‘ Alert Enabled Description

Kafka

Broker Monitors Kafka Broker service role instance process state on a host. If the service
Role 300 True True |instance has been put into maintenance mode by a Cloudera cluster

Instance administrator the monitor will ignore the service instance process health state.
State
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Kafka

Mirror Monitors Kafka Mirror Maker service role instance process state on a host. If the
Maker 300 True True [service instance has been put info maintenance mode by a Cloudera cluster
Role administrator the monitor will ignore the service instance process health state.
Instance

State

Kafka

Broker . . . .
Role Monitors Kafka Broker cluster service role instance health summary. Health of this
Instance 300 True True  |monitor is determined by the Cloudera Manager Health Tests

Health (http://www.cloudera.com/documentation/enterprise/latest/topics/cm_ht.html),
Summary;

Kafka

Mirror

Maker Monitors Kafka Mirror Maker cluster service role instance health summary. Health
Role 300 True True |of this monitor is determined by the Cloudera Manager Health Tests

Instance (http://www.cloudera.com/documentation/enterprise/latest/topics/cm ht.ntml).
Health

Summary;

LILY MONITORS

Monitor Inierval‘ Alert Enabled Description

Lily

HBase . . . .

Indexer Monitors Lily HBase Indexer service role instance process state on a host. If the

Role 300 True True [service instance has been put info maintenance mode by a Cloudera cluster
administrator the monitor will ignore the service instance process health state.

Instance

State

Lily

HBase

Indexer Monitors Lily HBase Indexer cluster service role instance health summary. Health

Role 300 True True  |of this monitor is determined by the Cloudera Manager Health Tests

Instance (http://www.cloudera.com/documentation/enterprise/latest/topics/cm_ht.htmil).

Health

Summary
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ISILON MONITORS

Monitor Interva Aler Enqble‘ Description

Isilon Monitors Isilon Gateway service role instance process state on a host. If
Gateway the service instance has been put infto maintenance mode by a
Role 300 | True| True Cloudera cluster administrator the monitor will ignore the service instance
ISrEToence orocess health state.
Isilon . . . .
Gateway Monitors Isilon Gateway cluster service role instance health summary.
Role Health of this monitor is determined by the Cloudera Manager Health
300 |[True| True [Tests
Instance . . .
Health (http://www.cloudera.com/documentation/enterprise/latest/topics/cm
Summary nt.nimi).
KMS MONITORS
Monitor Interv ier‘ Enable‘ Description
KMS Role Monitors KMS service role instance process state on a host. If the service
Instance 300 |Toe! Troe insfo.nc.e has been put. info mgintenonce m(.)de.by a Cloudera cluster
State administrator the monitor will ignore the service instance process health
state.
KMS
(Navigat
or Key Monitors KMS (Navigator Key Trustee) Proxy service role instance process
Trustee) 300 |Toe!l Troe state on a host. If the service instance has been put into maintenance
Proxy mode by a Cloudera cluster administrator the monitor will ignore the
Role service instance process health state.
Instance
State
KMS Role Monitors KMS cluster service role instance health summary. Health of this
Instance 300 |Toe| Troe monitor is determined by the Cloudera Manager Health Tests
Health (http://www.cloudera.com/documentation/enterprise/latest/topics/cm
Summary ht.html).
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KMS

(Navigat

or Key Monitors KMS (Navigator Key Trustee) Proxy cluster service role instance
Trustee) health summary. Health of this monitor is determined by the Cloudera
Proxy 300 |[True| True [Manager Health Tests

Role (http://www.cloudera.com/documentation/enterprise/latest/topics/cm
Instance ht.html).

Health

Summary

SOLR MONITORS

Monitor Inier‘ Aler Enable‘ Description

Solr Monitors Solr SolrServer service role instance process state on a host. If the
Solrserver service instance has been put into maintenance mode by a Cloudera
Role 300 |True| True . . - L
cluster administrator the monitor will ignore the service instance process
Instance health state.
State
Solr Monitors Solr Gateway service role instance process state on a host. If the
Gateway service instance has been put into maintenance mode by a Cloudera
Role 300 |True| True .. . . .
cluster administrator the monitor will ignore the service instance process
Instance health state.
State
io:rs Monitors Solr SolrServer cluster service role instance health summary.
olr>erver Health of this monitor is determined by the Cloudera Manager Health
Role
Inst 300 |True| True [Tests
nstance (http://www.cloudera.com/documentation/enterprise/latest/topics/cm
Health
ht.ntml).
Summary
Solr . . .
Gateway Monitors Solr Gateway cluster service role instance health summary.
Role Health of this monitor is determined by the Cloudera Manager Health
300 |True | True [lests
Instance . . .
Health (http://www.cloudera.com/documentation/enterprise/latest/topics/cm
ht.ntml).
Summary
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OOIZIE MONITORS

_Monitor Interval Alert Enabled Description
Oozie
Server Monitors Qozie Server service role instance process state on a host. If the service
Role 300 True True |instance has been put into maintenance mode by a Cloudera cluster
Instance administrator the monitor will ignore the service instance process health state.
State
Oozie
Server Monitors Qozie Server cluster service role instance health summary. Health of this
Role 300 |True | True |monitoris determined by the Cloudera Manager Health Tests
Instance (http://www.cloudera.com/documentation/enterprise/latest/topics/cm_ht.html).
Health
Summary;
SENTRY MONITORS
MMMM Description
Sentry
Server Monitors Sentry Server service role instance process state on a host. If the service
Role 300 True True Jinstance has been put into maintenance mode by a Cloudera cluster
Instance administrator the monitor will ignore the service instance process health state.
State
Senftry
Server Monitors Sentry Server cluster service role instance health summary. Health of this
Role 300 True True  |monitor is determined by the Cloudera Manager Health Tests
Instance (http://www.cloudera.com/documentation/enterprise/latest/topics/cm_ht.html).
Health
Summary;

SQOOP MONITORS

Monitor Interv Ale‘ Enable Description

Sqoop
Server Role
Instance
State

300

True

True

Monitors Sqoop Server service role instance process state on a host. If
the service instance has been put info maintenance mode by a
Cloudera cluster administrator the monitor will ignore the service
instance process health state.
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SqgoopClie

nt Monitors SqgoopClient Gateway service role instance process state on a

Gateway host. If the service instance has been put info maintenance mode by a
300 |[True| True - . L .

Role Cloudera cluster administrator the monitor will ignore the service

Instance instance process health state.

State

Sgoop Monitors Sqoop Server cluster service role instance health summary.

Server Role Health of this monitor is determined by the Cloudera Manager Health

Instance 300 |True| True oot

Health (http://www.cloudera.com/documentation/enterprise/latest/topics/c

Summary m_ht.html).

SqgoopClie

nt Monitors SqoopClient Gateway cluster service role instance health

Gateway summary. Health of this monitor is determined by the Cloudera

Role 300 |[True| True |Manager Health Tests

Instance (http://www.cloudera.com/documentation/enterprise/latest/topics/c

Health m_ht.html).

Summary

ZOOKEEPER MONITORS

Monitor | Interval Alert Enable‘ Description

ZooKeeper . . )

Server Role Monitors ZooKeeper Server service role instance process state on a host. If the
Instance 300 True True [ervice instance has been put into maintenance mode by a Cloudera cluster
State administrator the monitor will ignore the service instance process health state.
ZooKeeper . ) )

Server Role Monitors ZooKeeper Server cluster service role instance health summary. Health
Instance 300 True True of ’rh|.s monitor is determined by the CIouQero Monoger Health Tes.’rs

Health (http://www.cloudera.com/documentation/enterprise/latest/topics/cm_ht.htmil)
Summary
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CLOUDERA MANAGER MONITORS

Cloudera ] ) ) o )

Manager 300 |Toel True This r.r10|i1|Tor checks if Cloudera Manager API service is available for

AP monitoring purposes.

Availability

Cloudera

Manageme Monitors Cloudera Management Service Monitor process state on a

nt Service 300 |Tue| Troe host. If the rglg has been put |.nTo mqlnfenonce mode by a Cloudera

Monitor cluster administrator the monitor will ignore the role process health

Instance stafe.

State

Cloudera

Manageme Monitors Cloudera Management Service Activity Monitor process state

nt Service on a host. If the role has been put into maintenance mode by a

Activity 300 |True | True Cloudera cluster administrator the monitor will ignore the role process

Monitor health state.

Instance

State

Cloudera

Manageme Monitors Cloudera Management Service Host Monitor process state on

nt Service a host. If the role has been put into maintenance mode by a Cloudera

Host 300 | True ) True cluster administrator the monitor will ignore the role process health

Monitor state.

Instance

State

Cloudera

Manageme Monitors Cloudera Management Service Reports Manager process

nt Service state on a host. If the role has been put info maintenance mode by a

Reports 300 |True | True Cloudera cluster administrator the monitor will ignore the role process

Manager health state.

Instance

State

Cloudera

Manageme Monitors Cloudera Management Service Event Server process state on

nt Service a host. If the role has been put info maintenance mode by a Cloudera
300 |True| True . . L

Event Server] cluster administrator the monitor will ignore the role process health

Instance state.

State
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Cloudera

Monogeme Monitors Cloudera Management Service Alert Publisher process state
nt Service . .
on a host. If the role has been put into maintenance mode by a
Alert 300 |True| True . . -
. Cloudera cluster administrator the monitor will ignore the role process
Publisher
health state.
Instance
State
Cloudera
Manageme Monitors Cloudera Management Service Navigator process state on a
nt Service host. If the role has been put into maintenance mode by a Cloudera
. 300 |True| True . . .
Navigator cluster administrator the monitor will ignore the role process health
Instance state.
State
Cloudera
Mc‘”ogeme Monitors Cloudera Management Service Navigator Metaserver
nt Service . .
- process state on a host. If the role has been put info maintenance
Navigator 300 |True| True - . -
mode by a Cloudera cluster administrator the monitor will ignore the
Metaserver
role process health state.
Instance
State
Cloudera Monitors Cloudera Management Service Monitor cluster service role
Mc‘”cgeme health summary. Health of this monitor is determined by the Cloudera
nt Semce 300 |[True| True |Manager Health Tests
Monifor (http://www.cloudera.com/documentation/enterprise/latest/topics/c
Role Health m_ht.html).
Summary
Cloudera
Manageme Monitors Cloudera Management Service Activity Monitor cluster
nt Service service role health summary. Health of this monitor is determined by
Activity 300 |True| True [the Cloudera Manager Health Tests
Monitor (http://www.cloudera.com/documentation/enterprise/latest/topics/c
Role Health m_ht.himl).
Summary
Cloudera
Manageme Monitors Cloudera Management Service Host Monitor cluster service
nt Service role health summary. Health of this monitor is determined by the
Host 300 |True| True |Cloudera Manager Health Tests
Monitor (http://www.cloudera.com/documentation/enterprise/latest/topics/c
Role Health m_ht.html).
Summary
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Cloudera

Manageme Monitors Cloudera Management Service Reports Manager cluster

nt Service service role health summary. Health of this monitor is determined by
Reports 300 |True| True [the Cloudera Manager Health Tests

Manager (http://www.cloudera.com/documentation/enterprise/latest/topics/c
Role Health m_ht.himi).

Summary

Cloudera Monitors Cloudera Management Service Event Server cluster service
Monogeme role health summary. Health of this monitor is determined by the

nt Service 300 |True| True |Cloudera Manager Health Tests

Event Server (http://www.cloudera.com/documentation/enterprise/latest/topics/c
Role Health m_ht.himl).

Summary

Cloudera

Manageme Monitors Cloudera Management Service Alert Publisher cluster service
nt Service role health summary. Health of this monitor is determined by the

Alert 300 |[True| True [Cloudera Manager Health Tests

Publisher (http://www.cloudera.com/documentation/enterprise/latest/topics/c
Role Health m_ht.html).

Summary

Cloudera Monitors Cloudera Management Service Navigator cluster service role
Mgnogeme health summary. Health of this monitor is determined by the Cloudera
nt S?W'Ce 300 |True| True |Manager Health Tests

Navigator (http://www.cloudera.com/documentation/enterprise/latest/topics/c
Role Health m_ht.himl).

Summary

Cloudera

Manageme Monitors Cloudera Management Service Navigator Metaserver cluster
nt Service service role health summary. Health of this monitor is determined by
Navigator 300 |True| True [the Cloudera Manager Health Tests

Metaserver (http://www.cloudera.com/documentation/enterprise/latest/topics/c
Role Health m_ht.html).

Summary

SELF-MONITORING

Monitor

Interval

Alert

Enabled

License
Availability

300

True

Description

This monitor checks if Cloudera Monitoring license is

I
rue applied and configured.
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Check License
Expiratfion Status

300

True

True

This monitor checks if Cloudera MP Monitoring license
has expired or is about fo expire.

Check Unlicensed
Hosts

300

True

True

This monitor checks if enough Cloudera MP Monitoring
licenses are assigned for the current number of

Cloudera hosts in the cluster.
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APPENDIX B:

RULES

CLUSTER RULES

Rule

Collect CPU
Usage Across
All Hosts in
Cluster

Interval

300

Alert ‘ Enabled

False

True

Description

This rule collects CPU usage across all hosts in cluster (in
%).

Collect Total
Disk Bytes
Read Across
Disks in
Cluster

300

False

True

This rule collects the sum of the Disk Bytes Read metric
computed across all disks in cluster (in MB).

Collect Total
Disk Bytes
Written
Across Disks in
Cluster

300

False

True

This rule collects the sum of the Disk Bytes Written metric
computed across all disks in cluster (in MB).

Collect Total
Bytes
Received
ACross
Network
Interfaces in
Cluster

300

False

True

This rule collects the sum of the Bytes Received metric
computed across all network interfaces in cluster.

Collect Total
Bytes
Transmitted
Across
Network
Interfaces in
Cluster

300

False

True

This rule collects the sum of the Bytes Transmitted meftric
computed across all network interfaces in cluster.
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RACK RULES

Rule

Collect CPU
Usage Across
All Hosts in
Rack

Interval

Alert ‘ Enabled

Description

300

False

True

This rule collects CPU usage across all hosts in rack (in %).

Collect Total
Disk Bytes

Read Across
Disks in Rack

300

False

True

This rule collects the sum of the Disk Bytes Read metric
computed across all disks in rack (in MB).

Collect Total
Disk Bytes
Written
Across Disks in
Rack

300

False

True

This rule collects the sum of the Disk Bytes Written metric
computed across all disks in rack (in MB).

Collect Total
Bytes
Received
ACross
Network
Interfaces in
Rack

300

False

True

This rule collects the sum of the Bytes Received metric
computed across all network interfaces in rack.

Collect Total
Bytes
Transmitted
ACross
Network
Interfaces in
Rack

300

False

True

This rule collects the sum of the Bytes Transmitted meftric
computed across all network interfaces in rack.

HOST RULES

Rule

Collect Disk
Usage

Interval

300

Alert ‘ Enabled

False

True

Description

This rule collects disk usage (in %).

Collect Disk
Free Space
ACross
Filesystems

300

False

True

This rule collects disk free space across all filesystems (%).
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Collect
Physical
Memory Used
In
Percentage

300

False

True

This rule collects info about physical memory used on hosti
(in %).

Collect Used
Swap Space
In

Percentage

300

False

True

This rule collects info about used swap space on host (in
%).

Collect CPU
Load
Average
Over 15
Minutes

300

False

True

This rule collects CPU load average over 15 minutes.

Collect CPU
Load
Average
Over 1
Minute

300

False

True

This rule collects CPU load average over 1 minute.

Collect CPU
Load
Average
Over 5
Minutes

300

False

True

This rule collects CPU load average over 5 minutes.

Collect Total
CPU Usage of
the Host

300

False

True

This rule collects total host CPU usage (in %).

Collect Total
Disk Await
Read Time
Across Disks

300

False

True

This rule collects the sum of the Disk Await Read Time
metric computed across all disks (in ms).

Collect Total
Disk Await
Time Across
Disks

300

False

True

This rule collects the sum of the Disk Await Time metric
computed across all disks (in ms).

Collect Total
Disk Await
Write Time
Across Disks

300

False

True

This rule collects the sum of the Disk Await Write Time
metric computed across all disks (in ms).

Collect Total
Capacity
Free Across
Filesystems

300

False

True

This rule collects the sum of the Capacity Free metric
computed across all filesystems (in GB).
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Collect Total

This rule collects the sum of the Capacity Used metric

Capacity 300 False True
Used ACross v computed across all filesystems (in GB).
Filesystems
Collect Total ) ) )
Disk Bytes 300 False True This rule collects the sum of'The Disk Bytes Read metric
Read Across computed across all disks (in MB).
Disks
Collect Total This rule collects th f the Disk Reads metri
Disk Reads 300 False True isru erc(cj) ects e”s(L;.mko. .e isk Reads metric
Across Disks computed across all disks (in ios).
Collect Total ) ) o )
Disk Service 300 False True This rule collects the sum of.The Disk Service Time metric
Time Across computed across all disks (in ms).
Disks
Collect Total ) ) .
Capacity 300 False True This rule collects the sgm of the C'opocfry meftric
ACross computed across all filesystems (in GB).
Filesystems
Collect Total ) ) o )
Disk 1O 300 False True This rule collects the sum of.The Disk 10 Utilization metric
Utilization computed across all disks (in %).
Across Disks
Collect Total ) ) ) )
Disk Bytes 300 False True This rule collects the sum of.’rhe Disk Bytes Written metric
Written computed across all disks (in MB).
Across Disks
C.ollec’r. Total 300 False e This rule collects the sum of the Disk Writes metric
Disk Writes computed across all disks (in ios).
Across Disks
Collect . . .

This rule collects info about physical memory free on host
Physiccﬂ 300 False True (|n GB)
Memory Free
Collect
Physical This rule collects info about physical memory free on host
Memory Free 300 False True (in %)
In
Percentage
Collect Total ) ) )
Physical 300 False True This .rlulglco.llec’rs info about total physical memory
Memory available (in GB).
Available
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Collect ; ; ;

- This rule collects info about physical memory used on host|
Physical 300 False True (in GB).
Memory Used
Collect Total
Bytes
Received 300 False True This rule collects the sum of the Bytes Received metric
ACross computed across all network interfaces (in MB).
Network
Interfaces
Collect Total
Bytes
Transmitted 300 False True This rule collects the sum of the Bytes Transmitted metric
ACross computed across all network interfaces (in MB).
Network
Interfaces
Collect Free This rule collects info about free swap space on host (in
Swap Space 300 False True GB).
Collect Total 300 False True This rule collects info about total swap space on host (in
Swap Space GB).
Collect Used 300 False True This rule collects info about used swap space on host (in
Swap Space GB).

BASIC ROLE RULES

Basic performance rules are applicable for all Role instances.

Interval  Alert Enabled Description
Collect JVM ) ) ) )
Time Spent in 300 False True This rule collects hme spent in garbage collection of Role
Garbage Instance process (in ms).
Collection
Collect JVM f
This rul llects total tofh

Heap 300 False True isru § cz zc S <|3 al amoun 'o eap memory
Memory committed by Role Instance (in MB).
Committed
Collect JVM ;

300 False T This rule collec’r.s total amount of heap memory used by
Heap Role Instance (in MB).
Memory Used
Collect JYM This rule collects number of blocked threads for Role

300 False True
Threads Instance process.
Blocked
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Collect JYM

300 False True This rule collects number of new threads for Role Instance
Threads New process.
Collect JVM This rule collects number of runnable threads for Role

300 False True
Threads Instance process.
Runnable
Collect JVM This rule collects number of terminated threads for Role
Threads 300 False True Instance

process.

Terminated
Collect JVM
Threads 300 False True This rule collects number of timed waiting threads for Role
Timed Instance process.
Waiting
Collect JVM This rule collects number of waiting threads for Role

300 False True
Threads Instance process.
Waiting

MASTER ROLE RULES

Master role rules are applicable for the following Role instances:

¢ NameNode
e JobTracker

e ResourceManager

Rule Interval  Alert ‘ Enabled Description
Collect JVM
Number of 300 False True This rule collects number of garbage collections
Garbage performed for Role Instance process.
Collections
Collect JVM 300 False True This rule collects number of errors logged for Role
Errors Logged Instance process.
Collect JVM This rule collects number of fatal errors logged for Role
Fatal Errors 300 False frue Instance process.
Logged
Collect Non
Heap This rule collects amount of non-heap memory

Fal T

Memory 300 e rve committed to Role Instance (in MB).
Committed
(in MB)
Collect Non ) ‘
Heap 300 False True TRh||s rLlJIeTcoIIec’r's orrllaoun’r of non-heap memory used by
Memory Used ole Instance (in MB).
(in MB)
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Collect RPC This rule collects number of failed remote procedure call
o 300 False True o

Authorization authorization attempts to Role Instance.

Failures

Collect RPC s Tl lect ot ; ;

Processing 300 False True is ruz co eclls?v:r?gle rfrrocesa.ng ime of remote

Average procedure calls to Role Instance (in ms).

Time (in ms)

Collect RPC ) )

Processing 300 False True This rule collects number of processing remote procedure

Number of calls to Role Instance.

Operations

Collect ) )

Queue 300 False True This ruI: coIIech ;qusule TJVfroge h.me of remote

Average Wai procedure calls fo Role Instance (in ms).

Time (in ms)

Collect RPC His rul lect o ¢ g ; g

Queue 300 False True T IT| rL: eRccl) elc i number of queued remote procedure

Number of calls o Role Instance.

Operations

Collect RPC This rule collects RPC byt ived by Role Inst i
. 300 False True is rule collects ytes received by Role Instance (in

Received MB).

Bytes (in MB)

Collect RPC

Sent Bytes (in 300 False True This rule collects RPC bytes sent by Role Instance (in MB).

MB)

CLOUDERA MANAGER SERVICE RULES

Interval

Alert

Enabled

Event
Collection
Rule

300

False

True

Description

Collects events of alert type for the Cloudera
Management Service instance.

HDFS CLUSTER SERVICE RULES

1] )

Interval

Alert

Enabled

Description

Collect HDFS
Dead
DataNodes

300

False
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Collect HDFS

This rule collects number of decommissioned DataNodes

Decommissioned| 300 False € Kor the cluster.

DataNodes

Collect HDFS Files| 309 False True  [This rule collects number of files appended in the HDFS.
Appended

Collect HDFS Files| 309 False True  [This rule collects number of files created in the HDFS.
Created

Collect HDFS Files| 300 False True  [This rule collects number of files deleted in the HDFS.
Deleted

Collect HDFS Live| 309 False True  [This rule collects number of live DataNodes for the
DataNodes cluster.

Collect Total 300 False True  [This rule collects number of bytes read from HDFS (in MB).
Bytes Read

Collect Total 300 False True  [This rule collects number of bytes written from HDFS (in
Bytes Written MB).

Collect HDFS . - N

Capacity 300 False True This rule collects remaining HDFS capacity (in GB).
Remaining

Collect HDFS 300 False True This rule collects total HDFS capacity (in GB).

Capacity Total

Collect Capacity| 309 False True  [This rule collects storage space used by non-HDFS files (in
Used Non-HDFS GB).

Collect HDFS 300 False True  [This rule collects used HDFS capacity (in GB).

Capacity Used

Collect Blocks 300 Fal . This rule collects number of HDFS blocks with corrupt
With Corrupt ase rue replicas.

Replicas

Collect HDFS 300 False True This rule collects total number of files stored in the HDFS.
Total Files

Collect HDFS 300 False True  [This rule collects number of missing HDFS blocks.
Missing Blocks

Collect HDFS 300 Fal . This rule collects number of HDFS blocks pending
Pending Deletion ase rue deletion.

Blocks

Collect HDFS . .

Pending 300 False True Thlsl.rule;.collec’rs number of HDFS blocks pending
Replication replication.

Blocks

Collect HDFS 300 False True  [This rule collects total number of HDFS blocks.

Total Blocks
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Collect HDFS
Under-
Replicated
Blocks

300

False

True

This rule collects number of under-replicated HDFS
blocks.

MAPREDUCE CLUSTER SERVICE RULES

Rule

Collect
MapReduce
Maps
Completed

Interval

300

Alert

False

Enabled

True

Description

This rule collects number of completed map tasks.

Collect
MapReduce
Maps Failed

300

False

True

This rule collects number of failed map tasks.

Collect
MapReduce
Maps Killed

300

False

True

This rule collects number of killed map tasks.

Collect
MapReduce
Maps Launched

300

False

True

This rule collects number of launched map tasks.

Collect
MapReduce
Maps Running

300

False

True

This rule collects number of running map tasks.

Collect
MapReduce
Maps Waiting

300

False

True

This rule collects number of waiting map tasks.

Collect
MapReduce
Occupied Map
Slofts

300

False

True

This rule collects number of occupied map slofts.

Collect
MapReduce
Occupied
Reduce Slots

300

False

True

This rule collects number of occupied reduce slofs.

Collect
MapReduce
Reduces
Completed

300

False

True

This rule collects number of completed reduce tasks.

Collect
MapReduce
Reduces Failed

300

False

True

This rule collects number of failed reduce tasks.
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Collect
MapReduce
Reduces Killed

300

False

True

This rule collects number of killed reduce tasks.

Collect
MapReduce
Reduces
Launched

300

False

True

This rule collects number of launched reduce tasks.

Collect
MapReduce
Reduces Running

300

False

True

This rule collects number of running reduce tasks.

Collect
MapReduce
Reduces Waiting

300

False

True

This rule collects number of waiting reduce tasks.

Collect
MapReduce
Map Slots
Reserved

300

False

True

This rule collects number of reserved map slofs.

Collect
MapReduce
Reduce Slofs
Reserved

300

False

True

This rule collects number of reserved reduce slofs.

Collect
MapReduce
TaskTrackers
Blacklisted

300

False

True

This rule collects number of blacklisted TaskTrackers.

Collect
MapReduce
TaskTrackers
Decommissioned

300

False

True

This rule collects number of decommissioned
TaskTrackers.

Collect
MapReduce
Jobs Completed

300

False

True

This rule collects number of completed MapReduce
jobs.

Collect
MapReduce
Jobs Failed (in %)

300

False

True

This rule collects percent of failed MapReduce jobs.

Collect
MapReduce
Jobs Failed

300

False

True

This rule collects number of failed MapReduce jobs.

Collect
MapReduce
Jobs Killed

300

False

True

This rule collects number of kiled MapReduce jobs.

Collect
MapReduce
Jobs Preparing

300

False

True

This rule collects number of preparing MapReduce jobs.
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Collect

MapReduce 300 False True This rule collects number of running MapReduce jobs.
Jobs Running
Collect ) ) )
MapReduce 300 False True This rule collects number of submitted MapReduce jobs.
Jobs Submitted
Collect Total 300 Folse Trve This rule collects sum of shuffle handler failed requests
Shuffle Handler across all TaskTrackers.
Failed Requests
Collect Total This rule collects total shuffle output aggregate
) Fal T
Shuffle Output (in 300 e rve computed across all TaskTrackers (in MB).
MB)
Collect Total
Shuffle Handler 300 False True This rule collects sum of shuffle handler successful
Successful requests across all TaskTrackers.
Requests
YARN CLUSTER SERVICE RULES
Rule Interval Alert Enabled Description
Collep’r ACT'Ve 300 False True This rule collects number of active applications across
Applications Yarn pools.
Across Yarn Pools
Collect Active This rule collects number of active users across Yarn
Users Across Yarn| 300 False True
pools.
Pools
Collect This rul llect ber of all ted tai
Allocated 300 False True is rule clo ects number of allocated containers across
Containers Yarn pools.
Across Yarn Pools
Collect his rul llect ber of all ted
Allocated 300 False True This :u e collects number of allocated MB across Yarn
Memory Across POOIS.
Yarn Pools
Collect )
Allocated 300 False True Lms rule clollec’rs number of allocated VCores across
VCores Across armn poos.
Yarn Pools
Collect Number This rule collects number of completed applications
Fal T
of Completed 300 ane e lacross Yan pools.
Applications
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Collect Number

This rule collects number of failed applications across

of Failed 300 False True Yarn pools
Applications .
Collect Number 300 False True This rule collects number of killed applications across
of Killed Yarn pools.
Applications
Collect Number 300 False Tre This rule collects number of running applications across
of Running Yarn pools.
Applications
Collect Number 300 False Tre This rule collects number of submitted applications
of Submitted across Yarn pools.
Applications
Collect Available This rule collects number of available VCores across Yarn
VCores ACross 300 False True 600ls
Yarn Pools
gollefc.’r Pending 300 False rue  [isrule collects number of pending containers across
ontainers
Yarn pools.
Across Yarn Pools
Collect Pending This rule collects number of pending MB across Yarn
Memory Across 300 False True bools
Yarn Pools
Collect Pending This rule collects number of pending VCores across Yarn
VCores Across 300 False True bools
Yarn Pools
Collect Reserved 300 False e This rule collects number of reserved containers across
Containers Yarn
pools.
Across Yarn Pools
Collect Reserved This rule collects number of reserved MB across Yarn
Memory Across 300 False True 500ls
Yarn Pools
Collect Reserved This rule collects number of reserved VCores across Yarn
VCores ACross 300 False True 600ls
Yarn Pools
DATANODE RULES
Rule Interval Alert Enabled Description
Collect Block 300 False e This rule collects average time of block checksum
Checksum calculation operations performed on DataNode (in ms).
Average Time
Collect Blocks 300 False True  [This rule collects number of blocks read by DataNode.

Read
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Collect Blocks

300 False True  [This rule collects number of blocks removed by
Removed DataNode.
Collect Blocks 300 False True  [This rule collects number of blocks replicated by
Replicated DataNode.
Collect Blocks 300 False True [This rule collects number of blocks verified by DataNode.
Verified
Collect Blocks 300 False True  [This rule collects number of blocks written by DataNode.
Written
Collect Block 300 Eo T This rule collects number of block verification failures by
Verification ase rve DataNode.
Failures
Collect Bytes 300 False True  [This rule collects number of bytes read by DataNode (in
Read MB).
Collect Bytes 300 False True  [This rule collects number of bytes written by DataNode
Written (in MB).
Collect Copy 300 False Trve This rule collects average time of block copy operations
Block Average performed on DataNode (in ms).
Time
Collect 300 Fal I This rule collects average heartbeat time of DataNode
Heartbeat anse rve (in ms).
Average Time
Collect Read 300 False e This rule collects average time of block read operations
Block Average performed on DataNode (in ms).
Time
Collect Replace 300 False e This rule collects average time of block replace
Block Average operations performed on DataNode (in ms).
Time
Collect Write 300 False Troe This rule collects average time of block write operations
Block Average performed on DataNode (in ms).
Time
NODEMANAGER RULES
Rule Interval Alert Enabled Description
Collect Number
of Allocated 300 False True This rule collects number of Allocated Containers.
Containers
Collect . :
Allocated 300 False True This rule collects Allocated Memory (in GB).
Memory
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Collect Available
Memory

300

False

True

This rule collects Available Memory (in GB).

Collect Number
of Containers
Completed

300

False

True

This rule collects number of containers completed.

Collect Number
of Containers
Failed

300

False

True

This rule collects number of containers failed.

Collect Number
of Containers
Killed

300

False

True

This rule collects number of containers killed.

Collect Number
of Containers
Launched

300

False

True

This rule collects number of containers launched.

Collect Number
of Containers
Running

300

False

True

This rule collects number of containers running.

TASKTRACKER RULES

{T][)

Collect
TaskTracker Map
Slots

Interval

300

Alert

False

Enabled

True

Description

This rule collects number of available map slots on
TaskTracker.

Collect
TaskTracker
Running Map
Tasks

300

False

True

This rule collects number of running map tasks on
TaskTracker.

Collect
TaskTracker
Reduce Slofts

300

False

True

This rule collects number of available reduce slots on
TaskTracker.

Collect
TaskTracker
Running Reduce
Tasks

300

False

True

This rule collects number of running reduce tasks on
TaskTracker.

Collect
TaskTracker
Shuffle
Exceptions
Caught

300

False

True

This rule collects number of caught exceptions for shuffle
running on TaskTracker.
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Collect

This rule collects number of failed outputs for shuffle

TaskTracker 300 False True )

Shuffle Failed running on TaskTracker.

Outputs

Collect )

TaskTracker 300 False True This rule collects percentage of busy shuffle handlers on
Shuffle Handler TaskTracker.

Busy (in %)

Collect )

TaskTracker 300 False True This rule collects number of MB produced by shuffle
Shuffle Output (in running on TaskTracker.

MB)

Collect

TaskTracker 300 False True This rule collects number of successful outputs for shuffle
Shuffle Success running on TaskTracker.

Outputs

SERVICE ROLE RULES

Interval

Alert

Enabled

Event Collection
Rule

Description
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